Total No. of Questions : 8] SEAT No. :

PD-2973 [Total No. of Pages : 3

[6474]-11
M.A./M.Sc.
MATHEMATICS
MTUT-111 : Linear Algebra
(2019 Pattern) (CBCYS) (Semester - |)

Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1) Attempt any five questions.

2) Figuresto theright indicates full marks.

Q1) a)

b)

Q2) a)

b)

Let {v, V, ..... v } be a basis of V over F. If S and T are elements of
L(V, W) such that S(v) =T(v) 1 <i <nthe prove that S=T and if W, W ,....W_

LW
be arbitrary vectors in W, there exists one and only one linear transformation

T € L(V, W) such that T(v)) = w. [7]
Let T € L(V, W) be given by T(u ) = u, — u,, T(u,) = 2u, where {u, U,}
is a basis for V. [4]

1)  Find rank and nullity of T
i)  Check T is invertible or not

Test the linear transformation T : R, — R, defined by the system of
equation y, = 3X, — X, + X, Yy, = —X, + 2X; is one to one or not. [3]

Show that, {a, b} is a linearly dependent set if and only ifa=Aborb=2\'a
for some A and A' in F. [7]

Let A, B, C be points in R, the prove that AB+BC = AC. [4]

The set of all F € C(R) such that F[%J is a rational number is subset of

C(R). Is F subspace of C(R)? Justify. [3]
P.T.O.



Q3) a)

b)

Q4) a)

b)

Q5) a)

b)

Q6) a)

b)

Letv,V,, ...... ,V_be characteristics vectors belonging to different (distinct)
characteristic roots o, o.......,a or T € L(V, V) then prove that
{V,,V,, ...,V } are linearly independent. [6]

Find the rational canonical form of a linear transformation on a vector
space over the field of rational numbers ¢ whose elementary divisor are
X—1% ¥ —x+1. [2]
Let T be a linear transformation on a finite dimensional vector space over
F and Let a € F, then show that a is a characteristic root of T if and only

if the determinant D(T — o, 1) = 0, where 1 is the identity transformation
on V. [6]

Prove that, every orthonormol set of vectors is linearly independent set.
[6]
Prove that, a linear transformation T preserves distances if and only if
IT(e)ll =[T(e)ll =1 and T(e)) L T(e,). [4]
State and prove Canchy-Schwarz Inequality. [4]

LetT € L(V, V) and {v,, ...... .V} be a basis of V and {f, ...... ,f ) the
dual basis of V*. Let A be the matrix of T w.r.t. the basis {v,....v }
prove that the matrix Df T* w.r.t. basis { f, ......,f } is transpose matrix
0fA. [6]
Let {v,, ..... ,V.} be a basis for V over F prove that there exists linear
functions { f, .......,f } such that for each i f(v) =1, f(v)=0,] #1. [6]
IfF(X,, X)) =X >~ 10X X, — 5X %, find symmetric matrix A whose quadratic
equation is F(X , X)). [2]

Let vand V' be finite dimensional vector space which are dual with respect
to nondegenerate bilinear form B and let v, and v,' be subspaces of vand
V' respectively. Then prove that [9]

dimv, +dimv,' =dimv
dim (v,')* + dim v,' = dim V!
Find Jordan Canonical form of the following matrices over C show that

1 3) (1 1
pair of matrices are similar? [O 1], [0 1]. [6]

0 |
Define an unitary transformation show that, A = [ _ O] 1s unitary matrix.
—I

[3]
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Q7) a)

b)

Q8) a)

b)

Let T be an orthogonal transformation on a real vector space V with an
inner product then prove that V is a direct sum of irreducible invarient
subspaces {wW, ... W} for S > 1, such that vectors belong to distinct
subspaces W, and W, are orthogonal. [7]

Define symmetric tensor. [2]

Let ¢ be a quadratic form on V whose matrix with respect to the basis
{e e} is S =(F) Let {f ... f } be another basis of V such that

NS
fi= jZ,IV*iJ € 1<—i<n then prove that the matrix of ¢ with respect to

the basis {f ,....,f ) is given by s = csC where ¢ = (V) [9]

Find an orthonormal basis for the subspace C(R) generated by the function

1
{1, X, X} w.r.t. inner product (f-g)= [ f(t)- g(t)dt. [6]
0
Let T be a normal transformation on V prove that there exists common
characteristics vectors for T and T' as T, = avand T = av. [9]
11 1 0
Compute A x B, where A = B, = . [3]
0 1 0 2

F6d836
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Total No. of Questions : 8] SEAT No. :

PD-2974 [Total No. of Pages : 3

[6474]-12
M.A./M.Sc.
MATHEMATICS
MTUT-112 : Real Analysis
(2019 Pattern) (Semester - 1) (CBCS)

Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1
2)
3

Q1) a)

b)

Q2) a)

b)

Q3) a)

Attempt any five questions.
Figuresto the right indicate full marks.
Use of single memory, non-programmable calculator is allowed.

i)  Letfand gare measurable function on E. Prove thatf u gand f N g
are measurable. [4]

i)  Prove that countable set has outer measure zero. [3]

Prove that any set E of real numbers with positive outer measure contains
a subset that fails to be measurable. [7]

i)  Letfis measurable function over measurable set E then prove that

| f| is measurable. [4]
i)  State Little woods three principles. [3]
State and prove Egoroff's theorem. [7]

i)  Letfbe a function defined on [0,1] as

Xcos(ij , f 0<x<1
0 , 1f x=0

Show that f is not bounded variation on [0,1].

i) Iffis measurable then show that f “ and f ~ are measurable on E.[3]

PT.O.



b)

Q4) a)

b)

Q5) a)

b)

Q6) a)

b)

Q7) a)

b)

Let the function f be monotone on the closed, bounded interval [a,b].
Then prove that f is absolutely continuous on [a,b] if and only if

jb f'=f (b)-f (a). (7]

Let { E }7 | is any countable collection of sets which are disjoint or not

then prove that m*(U E, jﬁz m*(E) [7]
P

k=1

Prove that the cantor set C is closed, uncountable set of measure zero.[7]

Let { f }* be a sequence of measurable functions on E that converges
pointwise almost everywhere on E to the function f. Prove that f is
measurable. [7]

Letf be an extended real valued function on E, also f is measurable on E
and f = g almost everywhere on E. Then prove that g is measurable on E.

[7]

Let function f be continuous on closed, bounded interval [a,b]. Prove
that f is absolutely continuous on [a,b] if and only if the family of divided
difference function {Di ff f} | is uniformly integrable over [a,b]. [7]

If the function f is monotone on the open interval (a,b). Then prove that f
is differentiable almost everywhere on (a,b). [7]

Let A and B are any two disjoint subset of R. Show that
m* (AU B) =m* (A) + m* (B). [7]

Let E be a measurable set of finite outer measure. For each € > 0 there is

n
a finite disjoint collection of open intervals {1 }* if0= U I then prove
kel

that m* (E ~ 0) + m* (6 ~ E) > E. [7]
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1
Q8) a) Show that the function f defined by f (X) = L 0<x<1 and f (0) =0 is
Lebesque integrable over [0,1]. [7]
b) Let f be integrable over the closed bounded interval [a,b]. Then prove

that f (x) = 0 for almost all Xe [a,b] if and only if j:z f =0, for all
(X,%,) < [a,b]. [7]

&
4
4

.0 0.0 00

L)
L)
L)
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[6474]-13
F.Y. M.A./M.&c.
MATHEMATICS
MTUT-115 : Ordinary Differential Equations
(2019 Pattern) (CBCYS) (Semester - |)

Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1) Attempt any five questions.
2) Figuresto theright indicates full marks.

Q1) Attempt thefollowing.

a 1) Solvethedifferential equationy —2y=1 [2]
i)  Findthe solution of differential equationy" —2y' —3y =0, y(0) =0,
y(0) =1 [5]

b) Explainthevariable separable method for first order differential equation
y =f(xy). [7]

Q2) Attempt thefollowing.

ad) Find al solutions of the differential equationy + 3y=€e*andy +y =¢€-

[7]

b) Prove that the two solutions ¢, and ¢, of the differential equation
L(y) = y" +ay +ay=0arelinearly independent on interval | if and
only if W(¢,, ¢,) 20V x el [7]

Q3) Attempt thefollowing.

a i)  Determine whether the function ¢,(x) = cosx and ¢,(X) = sinx are
linearly dependent or independent on —o < X < oo. [4]

i) Solvethedifferential equationy" + 4y = cosx. [3]

PT.O.



b)

Let ¢, be the solution of L(y) =y" + a/(X)y' + a,(X)y = 0 on an interval
| and ¢,(X) # 0 on I. Then show that the second solution ¢, on | of

L(y) = Oisgiven by [7]

1
[4(9)]°

6,00 =09 [ exp.~ [ “a@)ct|ds

Q4) Attempt thefollowing.

a)

b)

Verify that the function ¢,(x) = x satisfies the equation x?y" —xy' +y =0,
(x> 0) and find the second independent solution. [7]

Explain the method of reduction of order for solving n order
homogeneous equation with variable coefficients. [7]

Q5) Attempt thefollowing.

a)

b)

2
If ¢,(x) = »2is one solution of ¥’ —— Y =Xon 0 < x < o then find al
X

2
solution of "—FYZX [7]

Show that every solution y(x) of L(y) = b(x) on I is of the form
y(X) = Y, Co t+Co, where b(x) is continuous on |, VA IS particular
solution and ¢,, ¢, are linearly independent solution of L(y) =0 [7]

Q6) Attempt thefollowing.

a)

b)

If M, N be two real valued functions which have continuousfirst partial
derivatives on some rectangle R, [x —x | < a, |y —y,| < b then prove that

a N L OM _ON
M(x,y) + N(x, y)y' =0isexact in R if and only if oy ox inR. [7]
Obtain two solutions of Bessel's equation of order zero. [7]

[6474]-13 2



Q7) Attempt thefollowing.
a)  Show that ¢,(X) = [x[ and ¢,(X) = [x|" are linearly independent solutions
of the equation x?y" + xy' +y=0 [7]

3X°—2xy

. . I _ =" =T
b) Determinethat the equation ¥ =3 “2y

isexact and solveit [7]

Q8) Attempt thefollowing.
a Consder theinitial value problemy = (3y + 1), y(0) =2
Compute the first four approximations ¢, ¢,, ¢, ¢, to the solution [7]

b) Find two linearly independent power series solution of the equation

y'=xy +y=0 [7]

Foriomie

[6474]-13 3



Total No. of Questions: 8] SEAT No. :

PD-2976 [Total No. of Pages: 3

[6474]-14
M.A./M.Sc.
MATHEMATICS
MTUT-114 : Advanced Calculus
(2019 Pattern) (Semester - 1)

Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1
2)
3

Q1) a)

b)

Q2) a)

b)

Attempt any five questions.
Figuresto the right indicates full marks.
Use of single memory, non-programmable calculator is allowed.

Prove that if f is differentiable at 'a’ with total derivative T, then derivative
f'(a, y) exist for every y in R" & T (y) = f'(a, y). Moreover f'(a, y) is a
linear combination of the component of y. In fact, if y = (y,, ¥,,......Y.),

we have f'(ay)= kzi:le f(a)y,. [6]
. f _ y . ..
Show that for the function T(XY)= Xty if (X +y) # 0 repeated limit
exist, But not equal. [4]
Find the gradient of the function f(X, y, 2) = X2y*Z'. [4]

Prove that if a scaler field f is differentiable at @ then f is continuous at 7.

(6]
Evaluate the directional derivative of the scaler field f(x,y,z)= [ﬁ] at
y

(-1, 1, 1) in the direction of 21 + ] —k . [4]

Give any two Basic properties of line integral. [4]

PT.O.



Q3) a)

b)

Q4) a)

b)

QS5) a)

b)

Prove that, if & & B be equivalent piecewise smooth path. Then
{ f-da= { f.dg ,if @ and [ trace out C is opposite direction, and

[fda=—[fdB,if & & 3 trace out C in opposite directions. [6]
C C

Calculate the line integral of vector field

f(xy,2)=Xi +Vj +(xz—y)k from (0,0, 0) to (1, 2, 4) along a line
segment. [4]

Determine weather or not the vector field f(x,y)=3xyi +X’y] is a
gradient on any open subset of R [4]

A particle of mass m along a curve under the action of a force field f . If

the speed of the particle at time t is V(t). it's kinetic energy is defined to

I _
be > MV’ (t) . Prove that the change in kinetic energy in any time interval

is equal to the workdone by f during the time interval. [6]

Define : [4]
1)  Line integral with respect to arc length.

i)  Open connected set.

Evaluate [[ (X' +3X’y+ y’)dxdy, where ¢ : [0, 1] x [0, 1] [4]

State and prove Green's theorem in the plane. [6]

Evaluate the line integral | (5 — Xy — y*)dx— (2Xy — X*)dy where C is the
C

square with vertices (0, 0), (1, 0), (1, 1), (0, 1), traversed counterclockwise.
[4]

Define Bounded set of content zero. Give any two consequences of this
defination. [4]
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Q6) a)

b)

Q7) a)

b)

Q8) a)

b)

Let ¢ be a real valued function that is continuous on an interval [a, b].
Then the graph of ¢ has content zero. [6]

Find the Jacobian for cylindrical transformation. [4]

Evaluate [[[ Xyzdxdydz, where S={(X,y, 2/} +y +Z<1,x>0,y>0,
S

z>0} [4]

Prove that, fundamental vector product is normal to the surface. [6]

If f(X,Y,2)=Xi +VYj +ZK . Prove that the Jacobian matrix D f(X, Y, 2)
is the identity matrix of order 3. [4]

For given vector field g, determine the curl and divergence. [4]

F(X,Y,2) =X+ Y2 +(Y’' +X2)] +(Z +xy)k

State and prove stokes theorem. [7]

Use the Divergence theorem to evaluate foF'ﬁdS where

F(x,y,2)=xT +y*] + Zk and the surface S be the unit cube,
0<x<1,0<y<1,0<z<1I. [7]

Foriomie
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PD-2978 [Total No. of Pages: 3

[6474]-21
M.A./M.Sc.
MATHEMATICS
MTUT121 : Complex Analysis
(2019 Pattern) (Semester - 11) (Credit System)

Time: 3Hourg| [Max. Marks: 70
Instructions to the candidates :
1) Attempt any five questions.

2) Figuresto theright indicate full marks.

Q1) a)

b)

Q2) a)

b)

d)

If P : C — Cbe a polynomial function then prove that |P|: C — R attains
its infimum [9]
Letf:U— Vand g:V — W be such that f is differentiable at Z, € U
and g is differentiable at W =1f(z ) € V then prove that gof'is differentiable

at z, and D(gof)ZO = D(g)WOOD(f)ZO [9]

If Z = x+ iy then show that M <l|7 [4]
\/E —

State and prove fundamental theorem of algebra. [9]

3

X
— (X, y)= (0,0
Lot Foey)— Iy 0= 00

0 (%, ¥)=(0,0)

show that f'is continuous and all the directional derivatives of f exists.[4]

Use polar co-ordinates to show that z — |z|* is complex differentiable at
0. [3]
Compute the length of the circle [2]
Cr:Z®)=a+re® 0<6<2n

PT.O.



Q3) a)

b)

Q4) a)

b)

d)

Q5) a)

b)

Let Q2 be a simply connected domain C and f be a holomorphic function

on it. Then show that for any simple closed contour y in Q f f(2)dz=0
Y

[S]

dw o
For all W such that [W — @ <r, show that fZ—W_ 7 [9]
C
sinZd
Evaluate fz+3i Z where C : |Z — 2 + 3i| = 1 traversed in
C
counterclockwise direction. [4]

Let f be a complex differentiable non-constant function on a domain 2.
Then prove that there doesnot exists any point W € Q Such that

1T (2| <|f(w)|VzeQ [5]
Let C be a circle |z| = 3 traced in the counterclockwise sense for any z
2W —w—2

with z= 3 let g(z)zf —

C

dw, prove that g(2) = 8ni Find g(4).[4]

Z 41
Is the function 2(2—1) meromorphic? Justify? [3]

az

e
Find the value of the integration f —~ dz where C is the unit circle |Z| = 1
C

traversed in counterclockwise direction. [2]

Letf: C — C be a holomorphic function then prove that f is a rational
function. [9]

Let f and g be holomorphid function on a domain Q. Suppose K < Q is
such that for every Z € K, f(z) = g(z) and K has a limit point of f(z). then
show that f(z) = g(z) on Q. [9]
Compute the residues of all singular points of the function

Z

f(2)=

o z= =1 [4]
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Q6) a)

b)

Q7) a)

b)

Q8) a)

b)

Let Q be a holomorphic function on A(r, r,). Letr, <p <p, <r,. Then

1’2

for p, <|z| < p,, show that [9]
f(z):i_ f f(W)dW— 1_ f f(W)dw
2 W-—-z 2ml, ) W—2z
M‘:Pz Ml‘*ﬁl
1
Obtain Laurent series expansion for the function f(z):H——zz for the
region A:{Z|Z—1—i|<1} [5]
3X

Find the function f(z) to evaluate the improper integral f Coi ) dx by
using complex method. [4]

J =
Show that 1 +X ND [7]

do 27
Show that f = , —l<a<l [7]

o 1Tasint g’

Let f:D— D be a holomorphic function such that f(0) = 0 then prove

that |f(z)| < |z| and |f'(0)| < 1. Further prove that the following conditions
are equivalent [6]

i)  There exists Z withZ #0, |Z | <1 and [f(Z )| =| Z,|

m [f'(0)=1

i) f(z) = czfor some || =1

Let f, g be holomorphic in an open set C, containing closure D of a disc
D and satisfying the inequality [f(z) — g(2)| < |g(2)] Vz € 9 D then show

that f and g have same number of zeros inside C. [9]
Find the Cauchy's principal value of f de forH:|Z| <1 [3]
G lodo
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[6474]-22
M.A./M.Sc.
MATHEMATICS
MTUT-122 : General Topology
(2019 Pattern) (Semester - 1) (CBCS)

Time: 3Hourg| [Max. Marks: 70
Instructions to the candidates :

1) Attempt any five questions.

2) Figuresto theright indicate full marks.

Q1) @ Provethat countable union of countable setsis countable. [6]
b) ThesetZ, xZ, iscountably infinite. [4]
c) If Cisaninfinitesubset of Z_, then Ciscountably infinite. [4]

Q2) @ Show that the topologies of R and R, are strictly finer than the standard

topology on R but are not comparable with one another. [6]

b) If {t } isafamily of topologies on X, then show that Nt_is atopology

on X. [4]

c) Show that IT, and I, are open maps. [4]

Q3) @ Show that a subspace of a Hausdorff space is Hausdorff. [9]
b) Every finite point set in Hausdorff space X is closed. [9]

c) Deéfine: [4]

1)  Homeomorphism

i)  Limitpoint

PT.O.



Q4) 8
b)

QS5) 8

b)

Q6) 8
b)

Q7) &)
b)

Q8) a

b)

State and prove pasting lemma. [9]

The image of connected space under a continuous map is connected.
[5]

Let X =R defined(x, y) = [x—y|for X, y € X. Then show that d ismetric
on X. [4]

If the set C and D form a separation of X, and if Y is a connected
subspace of X, thenY liesentirely within either C or D. [9]

Show that, the rationals are not connected. [4]

Show that every closed subspace of a compact space is compact. [5]

Show that every path connected space is connected. [9]
Define Isolated point. 1s{3} isisolated point of R? Justify [4]
Prove that, compactness implies limit point compact. [9]
Show that every metrizable spaceisnormal. [6]
Provethat every regular space with a countable basisis normal. [6]
State Urysohn lemma. [2]
Define: [6]

1)  Hausdorff space
i)  Regular space
i)  Normal space

Suppose that X has a countable basis. Then every open covering of X
contains a countabl e subcollection covering X. [6]

Define dense set. [2]

e
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PD-2980 [Total No. of Pages : 2

[6474]-23
M.A./M.Sc. (Part - 1)
MATHEMATICS
MTUT-123 : Ring Theory
(2019 Pattern) (Semester - 11)

Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1) Attempt any five questions.
2) Figuresto theright indicates full marks.

Q1) a)

b)

Q2) a)

b)

Q3) a)

b)

IfR is aring with 1 and I is a 2-sided ideal in R such that I # R then prove

that there is a 2-sided maximal ideal M such that I <M. [7]

Prove that every principal Ideal domain is unique factorisation domain.
[7]

Define : [9]

i)  Division Ring

1)  Characteristic of a ring with suitable example.

Prove that every Euclidean domain is principal Ideal domain. [7]

Show that Z[i~/2] is a subring of C. [2]

Let S be subring of a ring with any example show that S and R both have
unities but they may not be the same. [7]

Prove that a Euclidean domain R has unity and whose group of units is
given by U(R) = {a € R* / d(a) =d(1)}. [7]

PT.O.



Q4) a)

b)

Q5) a)

b)

Q6) a)

b)

Q7) a)

b)

Q8) a)
b)

Let R="7][i, ], K] be the ring of integral quaternions. Show that the units in
R from a group of order 8. [7]

State and prove Eisenstein's criterion. [7]

Let R be a commutative ring with 1 and I be an ideal in R, then prove that
R/I is an integral domain if and only if | is a prime ideal in R. [7]

Let f : R —> S be a homomorphism of rings. Then prove that inverse
image of a prime ideal is a prime ideal in R if both R and S are commutative.

[4]

In ring Z[i] show that the elements 3 + 4i and 4 — 3i are associates. [3]

In a Unique factorisation Domain prove that every irreducible element is a
prime. [7]

Let R be a domain. Then prove that R[X] is a Unique factorisation Domain
(V F D) if and only if R is Unique factorisation domain (V F D). [7]

If dis a positive integer, then prove that the ring Z[j Jd ] is a factorisation

domain. [7]

Show that ring R is an integral domain if and only if R # (0), R has no

non-trivial nilpotent elements and (0) is prime ideal in R. [7]

Show that vector space is free module. [7]

State and prove Schur's lemma for simple module. [7]
oo ool
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PD-2981

[Total No. of Pages: 4

[6474]-24
M.A./M.Sc. (Part - 1)
MATHEMATICS
MTUT124 : Advanced Numerical Analysis
(CBCYS) (2019 Pattern) (Semester - 11)

Time: 3Hourg| [Max. Marks: 70
Instructions to the candidates :

1) Attempt any five questions.

2) Figuresto theright indicate full marks.

Q1) a) Determine the corresponding rate of convengence for the function

2"+3

247" [4]

b) Prove that if g : [a, b] — [a, b] is continuous function on [a, b],
differentiable on (a, b) and there exists a constant k < 1 such that,
Ig'(X)| <k<1,V Xe (a,Db)then, [9]
1)  The sequence {P } generated by P = g(P__ ) converges to the

fixed point P for any P € [a, b].

f(X)=

kn
i) PPl< i R R
c)  Use the secant Method to determine P_, the fifth approximation to root of
f(x)=x"—-3in(1,2) withP,=1and P, =2 [9]

Q2) a) The sequence listed below was obtained from false position method
applied to the function f(X) = X* + 2x> — 3Xx — 1 has zero on the interval

(1,2). Applying Aitken's A2 — Method to the given sequence. Find P,, P,

and F35 [6]
1 1.1
2 | 1.1517436381
3 | 1.1768409100
4 | 1.1886276733
5 | 1.1940789113

PT.O.



b)

Q3) a)

b)

Q4) a)

Show that when Newton's Method is applied to the equation X* —a =0,

1 a
the resulting iteration function is 9(X)= 5 X+ ;] : [4]

Define : [4]
1)  Orthogonal matrix
i)  Absolute Error

Solve the following system of equations by using Gaussian elimination
with scaled partial pivoting. [9]

2X +3X + X =4
4 + X, T 4%, =9
3X, +4x, +6X, =0
Show that the Matrix [4]
1 1
A=l 1 1
-1 0

has no LU Decomposition

[\ I O R

Solve the following system by Jacobi Method starting with vector
X(0) =10 0 0] perform two iteration. [9]

3X, + X, =1
_X1+2X2+X3:3
X, +3x,= 4

Use the QR Factorization of a symmetric Tridiagonal matrix.

4 3 0
=3 1 -1
0 -1 3
Find the product R® Q©, [7]
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b)

Q5) a)

b)

Q6) a)

b)

Define Householder Matrix and Show that it is symmetric and orthogonal.
[4]

For the following differential equation, identify the function f{(t, x) and

e & 61
calculate at’ ot
X'=£-1-2%¥ [3]

Use Euler's method to solve Initial Value problem

dx

E:t2+x,0§t§0.03,x(0)=1 [7]
1)  Solve the Initial Value Problem
dx

X
2142 1<t<15, x1) =1, h=0.25
dt TR

By using Taylor Method of order N =2
i)  Solve the Initial Value Problem

dx X

—=1+-,1<t<2, xH)=L,h=0.5
o rplstszxd

By using Taylor Method of order N =4

[7]

Solve the following system of linear equations by Gauss-Seidal Method
start with X® =[ 0 0 0]" (Perform 3 iterations) [9]

5x, + X, +2x,= 10

=3X, +9X, +4x, =14

X, +2X, —7X, =33

Solve the following system of non-linear algebric equations by using
Newton's method start with X =11 1 1] [9]

(Perform 3 iterations)
X’ —=2x,-2=0
X?=5x2+7=0

X2~ 1=0
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c)

Q7) a)

b)

Q8) a)

b)

Find the dominance eigen value of the matrix.

-2 =2 3
A=—-10 -1 6
10 -2 -9
By Power Method (Take X =[1 0 0]" perform 2 iteration) [4]

Use Euler's Method to solve Initial Value Problem :

dt
Use the Runge Kutta Method of order N =4 to solve Initial Value Problem.

Lo<t<s x0)=1 7]
X

%:1+§,1StS6,x(l)=1 [7]

dt

Use House Holder's Method to reduce the following symmetric matrix to

tridiagonal form. [7]
-1 =2 1 2]
-2 3 0 -2
A—
1 0 2 1
2 -2 1 4]

Derive the difference equation for the three step Adoms-Bashforth method:

W, w23 4 5
=, W) —=ft_ ,w )+ —=f ,, W
h G T W) T W)
Also, Derive the associated truncation error : [7]
3h’
T, :?y(‘”(ﬁ)
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[6474]-25
M.A./M.Sc. (Part - 1)
MATHEMATICS
MTUT-125 : Partial Differential Equations
(CBCYS) (2019 Pattern) (Semester - 11)

Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1
2)

Q1) a)

b)

Q2) a)

b)

Attempt any five questions.
Figuresto the right indicate full marks.

Explain the Charpit's method of solving non-linear partial differential
f(x.y,zp,a)=0. (3]
Attempt the following.
1)  Solve the Partial differential equation
(Z —2yz—y)p + (Xy + 29 = Xy — X [4]
i) Find the complete integral of the Partial differential equation
f(X, Y,z p, q)=2(z+xp+Yyq) — yp*= 0 by using Charpit's method.[5]

ou ou ou
Ifu = x u, = 8_y , Uy = Y show that the equation

f(x Yy, z u, u, u)=0and g(xX ¥, zZ U, U, U) = 0 are compatible if
o(f.g)  ot,9)  o(f.9) _,

6
oxu) | O(y,) Oz, 6]
Attempt the following.

i)  Use Jacobi's method to solve p’X + fy = z [4]

1)  Verify that the equation z= \/ 2x+a + \/ 2y + b is solution of partial

I 1
differential equation Z = D + q [4]

PT.O.



Q3) a)

b)

Q4) a)

b)

Q5) a)

b)

Explain the method of second order partial differential equation
R +S + T, +1f(X,y,z p, q) =0 to a cannonical form if S* —4RT < 0.[9]

Attempt the following.

3 2 3
i)  Find complete solution of 0 f -3 822 +4 0 f = e
OX Ox0y oy

[5]
i)  Find the characteristics equations of partial differential equation [4]

_9q _ 2 _ —
u,, 2smxuxy CcoS Xuyy cosxuy 0

If B D'+ v is a factor of F(D, D') and ¢ () is an arbitrary function of a
single variable &, then if B_# 0,

Y

r

¢, (5, )

U =exp

is a solution of the equation F(D, D")Z =0 [6]
Attempt the following.

4 4 4

i)  Solve the equation o f + 0 f = 2? 22

ox’ oy’ oxoy

1)  Classify the PDE's [4]
I) uxx+2uxy+ uWZO

) »xu, + 2xyu,, + y2uyy =0

[4]

Find the solution of two dimensional Laplace equation

, 0%u 0% : : :
V?u=—— +— =0 by using separation variable method. [6]
ox- oy
Attempt the following :

ou

1)  Solve the boundary value problem Ix ay with u(0, y) = 8eY

by the method of separation of variables. [4]

i)  Derive the diffusion equation of second order partial differential
equation. [4]
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Q6) a)
b)

Q7) a)

b)

Q8) a)

b)

Derive one dimensional wave equation. [9]
Attempt the following :

i)  Find the deflection u(X, t) of the vibrating string whose length is 7
and ¢*= 1 corresponding to zero initial velocity and initial deflection
f(X) = Kk (sinx — sin2X). [4]

.. Solve th . du — o’u

11) olve the wave equation ol
constant) when X =1 and u= 0 when x= 0. [9]

where U= p cospt (p, is a

Solve :u =ku_, 0 <x<l,t>0

uo,t)y=ud,t)=0 ,t>0

ux 0)=1x) , 0=x<l [6]
Attempt the following :

1)  Find the characteristics equations of differential equation
U, +2u, +4u +2u +3u =0 [4]

i)  Prove thatif the Dirichlet problem for a bounded region has a solution
then it is unique. [4]

Show that T(xt)= exp|—(x— )’/ (4at)| is a solution of

1
Véamat
9T 19T

diffusion equation iy
ox* o Ot

— 00 < X<00,t>0- [7]

Attempt the following :

o’z 0%z 0’z .
5 +2 Xy + 8y2 =0 to cannonical form and

Reduce the equation

hence solve it. [7]
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[6474]-31
M.A./M.Sc.
MATHEMATICS
MTUT - 131 : Functional Analysis
(2019 Pattern) (Semester -III)

Time : 3 Hours] [Max. Marks : 70

Instructions to the candidates :

1)
2)
3)

Q1) a)

b)

02) a)

b)

03) a)

b)

Attempt any five questions.
Figures to the right indicate full marks.

Symbols have their usual meanings.

If (-, ) is a semi-linear product on H then prove that Kx y>‘2 <(x,x){y.y)

for all x and y in H. Moreover, equality occurs if and only if there are

scalars o and B both not zero such that (Bx+ay,Bx+ay)=0 [7]
State and prove Bessel's Inequality. [7]
Show that i+T is non- singular then T" is also non-singular, and that in
this case (T*) * = (T*)* [3]
If T is an operator on a Hilbert space H then prove that T Ps self adjoint
if and only if (Tx,x) s real for all xc H. [4]
If M is a proper closed linear subspace of a Hilbert space H then prove
that there exists a non-zero vector Zo in H such that Zol m. [7]
i)  Define Banach space. [2]

ii)  Show that set of real numbers R is a banach space under the norm
defined by |x]|=|x|,.xe R [5]
Let M be any closed linear subspace of a normed linear space N. Define

norm on N/M by ||x+M||:inf{||x+m||/xe M} show that N/M is

normed linear space, also prove that if N is Banach space then N/M is
Banach space. [7]

P.T.O.



04) a)
b)

05) a)
b)

06) a)

b)

Q7) a)

b)

08) a)

b)

State and prove the open mapping theorem. [7]
Define Normed linear space with suitable example which is not Banach
space. [4]
For 1<P<eo, show that the space I*is separable. [3]
State and prove parallelogram law. [3]

If M and N are closed linear subspaces of a Hilbert space H such that
M 1 N .then prove that the linear subspace M+N is also closed. [4]

Let T:H, — H, be a bounded linear operator, where H, and H, are
Hilbert spaces then, T :H, — H, is said to Hilbert adjoint operator,
dxe H,,ye H, such that <Tx,y>=<xl T*y>prove that Hilbert adjoint

operator T* of T exist and it is unique and HT*H: ||T|| : [7]

If B = {G} is a basis for H, then prove that mapping T—[T], which

assigns to each operator T its matrix relative to B, 1s an isomorphism of

the algebra S(H ) onto the total matrix algebra A . [7]

If T is normal then prove that the Mi's Span H.
Where Mi's - pairwise orthogonal
H - Hilbert space. [7]

If N, and N, are normal operators on H with the property that either
commutes with the adjoint of the other then prove that N +N, and N |.N,
are normal. [5]
Prove that an operator T on a Hilbert space H is unitary if and only if T is
isometric isomorphism of H on to H. [7]
Let H be a Hilbert space and M be closed subspace of H. Show that

(M 1) =M. 2]

Prove that P is projection on closed linear subspace M of H if and only if
[-P is projection on p7+. [7]
IfP.,P,..... ,P_are the projections on closed linear subspaces
M, M. ,M_ respectively of a Hilbert space H then prove that

1’ 2°
P=P+P+.... +P s projection on H if and only if PP, = 0 for i# j

and in this case P is projection on M where M =M + M +........ +M_.[7]
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[6474]-32
M.A./M.Sc.
MATHEMATICS
MTUT - 132 : Field Theory
(2019 Pattern) (CBCS) (Semester -III)

Time : 3 Hours] [Max. Marks : 70

Instructions to the candidates :

1)
2)

01) a)

b)

02) a)
b)

03) a)
b)

Attempt any five questions.

Figures to the right indicates full marks.

Prove that the degree of extension of the splitting field of x*—2€ Q[x] is 6.

[7]
If P(x) is an irreducible polynomial in F[x]. Then prove that there exist an
extension E of F in which P(x) has a root. [5]

Express the polynomial x+x]+x; as rational function of elementary

symmetric function. [2]
State and prove Eisenstein criterion. [7]
Find total number of subfields of field with field of cardinality 5'2.  [5]
Define Galois group. [2]

Prove that distinct embeddings are linearly independent of F over E. [7]

Define Normal extension. Is Q(\/g ) \Q a normal extension? Justify your

answer. [5]

Find the minimal polynomial of o0 = 1+i over Q. [2]

P.T.O.



04) a)

b)

05) a)

b)

Q6) a)
b)

Q7) a)
b)

08) a)

b)

Prove that every finite extension is algebraic. Is the converse true? Justify.

[7]
Find G(2(v2)\0). [5]
State ancient geometric problems. [2]

Prove that prime field of a field F is either isomorphic to Q or

Z, (p-prime). [7]
If K is algebraically closed field then prove that every irreducible polynomial
in K[x] is of degree 1. [5]
Prove that x>-7 is separable polynomial over Q. [2]
Find Galois group of x*-2 over Q. [7]
Show that P(x)=x*>-x-1eZ,[x] is irreducible overZ, . [5]
Find cyclotomic polynomials @, (x),®(x). [2]
State and prove fundamental theorem of algebra. [7]

If fix)e F[x] is irreducible over F then prove that all roots of f{x) have the
same multiplicity. [7]

Show that the polynomial x’-10x’+15x+5 is not solvable by radicals

over Q. [7]
If F* is the multiplicative group of non-zero elements of field F then
prove that F* is cyclic if and only if F is finite field. [7]
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[6474]-33
M.A./M.Sc.
MATHEMATICS
MTUT - 133 : Programming With Python
(2019 Pattern) (Semester - III) (CBCS)

Time : 2 Hours] [Max. Marks : 35
Instructions to the candidates:

1) Question 1 is compulsory.
2) Figures to the right side indicate full marks.
3) Attempt any two questions from Q.2, 3 and 4.

Q1) Attempt the following:

a) Explain in brief applications of Python. [3]
b) Give any four data types of python. [2]
c¢) Name a few editors for Python. [2]
02) Attempt the following:
a)  Write a program to generate the following pattern in Python. [4]
1
22
333
4444
b) Distinguish between for loop and while loop. [4]

c)  Write a note on conditional statement in Python with suitable example.[6]

03) Attempt the following:

a) Explain logical operators in python. [S]
b)  Write a note on file handling in Python. [6]
c¢)  Write a Python program which accept positive integer and display wheather

it 1s odd or not. [3]

04) Attempt the following:
a)  Write a note on operator overloading in python. [7]
b) Explain ceil and floor function using python with suitable examples. [7]
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[6474]-34
M.A./M.Sc.
MATHEMATICS
MTUTO - 134 : Discrete Mathematics
(2019 Pattern) (CBCYS) (Semester - I11)

Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1)
2)

Q1) a)
b)

Q2) a)

b)

Q3) a)
b)

Q4) a)

b)

Attempt any five questions.
Figuresto the right indicate full marks.

Prove that every u,v - walk contains a u,V - path. [9]
What is the probability of randomly choosing a permutation of the 10
digits 0,1,2, ...... , 9 in which an odd digit is in the first position and
1,2,3,4 or 5 is in the last position? [9]

n n-—1 n-—1
Show by a combinatorial argument that (kj :[ K j"‘ [k B 1] ) [4]

Prove that number of selections with repetition of r objects chosen from

n types of objects is ¢(r + n— 1, r). [5]
If two vertices are nonadjacent in the petersen graph then prove that they
have exactly one common neighbour. [9]
Find the connectivity and edge connectivity of k,. [4]

Prove that an edge is a cut - edge if and only if it belongs to no cycle.[7]
Find the number of ways to select 10 balls from a large pile of red, white
and blue balls if the selection has at most two red balls. [9]
List all partitions of the integer 5. [2]

Prove that X,Y - bi graph G has a matching that saturates X if and only if
IN(S)| > |S| for all S < X. [7]

State and prove Inclusion - Exclusion formula. [7]

P.T.O.



Q5) a)

b)

Q6) a)

b)

Q7) a)
b)

Q8) a)

b)

Prove that a graph G is Eulerian if and only if it has at most one nontrivial

component and its vertices all have even degree. [7]

Find the recurrence relation for the number of sequences of 1's, 3's and

5's whose terms sum to n. [9]

Find the coefficient of X! in (1 + X+ X* + .....)" [2]

Prove that the center of a tree is a vertex or an edge. [6]
. : nk

Prove that k-regular graph with n vertics has EY edges. [9]

How many integer solutions are there to the equation X + X, + X, = 24
with X >1 (1= 1, 2,3). [3]

Prove that a graph is bipartite if and only if it has no odd cycle. [7]

If the recurrence relationa = C a _ + C, a , has a general solution
a =A 3"+ A 6" then find C, and C.. [9]
Find the complement of the following graph. [2]

—n

Let G be an n-vertex graph with n > 1. Prove that the following statements
are equivalent. [7]

1) G is connected and has no cycles.

1)) G has no loops and for each u,ve V(G) there exists exactly one U,v-
path.

Suppose that campus telephone numbers cosists of any four digits. [7]

1)  What is the probability that the 6 appears at least twice in campus
telephone number?

i)  What is the probability that a campus telephone number contains
exactly two different digits?

A A 4
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[6474]-35
SYM.A./M.K.
MATHEMATICS
MTUTO-135: Mechanics
(2019 Pattern) (Semester - 111)

Time: 3Hourg] [Max. Marks: 70
I nstructions to the candidates:

1) Attempt any five questions.

2) Figuresto theright indicate full marks.

Q1) a) Show that the curve is catenary for which the area of surface of
revolution is minimum when revolved about Yy - axis. [9]

b) Find the extremal of the functional 1= Io%(y'2 —y?> +2xy)dx subject to the

condition that y(0) = 0, ¥(%4)=0. [5]

c) Show that the geodesic on a right circular cylinder is a helix. [4]
Q2) a) Find Euler —Lagrange differential equation satisfied by twice
differentiable function y(X) which extremizes the functional. [7]

[=(y(X) = J.: f(X,y,Y)dX Where y is prescribed by end points.

1 ]' ! ! ! .
b) Find the minimum of the functional 1(Y(X)) = IO (5 yr Yy Y+ YJ dx if

the values of end points not given. [7]

Q3) a) State and explain the conservation theorem of angular momentum of the
system of particles. [9]

b) Aparticle is constrained to more in a circle in vertical plane xy. Apply D'
Alemberts principle to show that for equilibrium we must have

Xy —yx—gx=0. [5]
c) Prove that if force acting on a particle is conservative then total energy is
conserved. [4]

PT.O.



Q4) a)
b)

Q5) a)
b)

Q6) a)

b)

Q7) a)

b)

Q8) a)

b)

A particle is constrained to move on surface of cylinder of fixed radius.

Obtain the Lagranges equation of motion. [9]
Set up the Lagrangian and the Lagranges equation of motion for the
compound pendulum. [9]
Prove that the generalised momentum corresponding to cyclic
co-ordinate is conserved. [4]
Prove the kepler’s third Law of planetary motion. [7]

A bead 1is sliding on wire in the form of cycloid
Xx=a(f@—-sinfd), y=a(l+cos#),0 <60 <2r Find Lagrangian and equation
of motion. [7]

Show that the Lagranges equations are necessary conditions for the
action to have stationary value. [9]

A particle moves on a smooth surface under gravity. Use Hamilton’s

principle to find equation of motion. [9]
Find central force under the action of which a particle will follow
r=a(l + cosO) orbit. [4]

A particle of mass mis moving under the inverse square law of attractive
force. Setup Lagrangian and equation of motion. [7]

Derive the Hamilton’s canonical equations of motion from Hamiltonian
function. [7]

Prove that a co-ordinate which is cyclic in the Lagrangian is also cyclic in
the Hamiltonian. [9]

Explain the principle of least action. [9]
Write Hamilton’s equations of motion for a compound pendulum. [4]

¥ %k %k
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[6474]-36
SY. M.A./M.Sc.
MATHEMATICS
MTUTO - 136 : Advanced Complex Analysis
(2019 Pattern) (CBCYS) (Semester - |11)

Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1)
2)

Q1) a)

b)

Q2) a)

b)

Q3) a)

b)

Attempt any five questions.
Figuresto the right indicate full marks.

Let F(z5s) be defined for (zs) € Q x [0,1] where Q is an open set in C.
Suppose F satisfies the following properties. [9]
1)  F(z9) is holomorphic in z for each s.

i) F is continous on Q x [0,1]

1
Then prove that the function f defined on Q by f(2)= IO F(zs)ds is

holomorphic.

Prove that every polynomial P(z) = a zZ'+...+a, of degree n > 1 has

precisely nroots in C. [9]

Show that ro hils dx=2 [4]
0 X 2

Suppose f is a holomorphic function in a region Q that vanishes on a
sequence of distinct points in Q. Then prove that f is identically 0.  [7]
Suppose that f is a holomorphic function in Q" that extends continuously
to | and such that f is real-valued on |. Prove that there exists a function F
holomorphic in all of Q such that F =f on QQ°. [9]
State Symmetry principle. [2]

Prove that, the map F : H— D is a conformal map with inverse G : D — H.[5]

Prove that the function f(2)= _5( Z+ Ej is a conformal map from the

half-disc {z=Xx+1y:|z| <1, y> 0} to the upper half-plane. [9]
Iff : U > Vis holomorphic and injective, then prove that f'(z) = 0 for all
z eU. [4]

P.T.O.



Q4) a) Letf: D — D be holomorphic with f(0) = 0. Then prove the following :[7]
) [f(2|<|gforallze D.
ii) If for some z # 0 we have [f(z))|=(z |, then f is a rotation.
i) [f'(0)] <1 and if equality holds, then f is a rotation

b) State and prove Morera’s theorem. [9]

c) Give an example of an automorphism of unit disc. [2]

Q5) a) State and prove Montel’s theorem. [7]
b) Prove that any two proper simply connected open subsets in C are
conformally equivalent. [5]

c) State the Riemann mapping theorem. [2]

Q6) a) IfQis a connected open subset of C and {f } is a sequence of injective
holomorphic functions on 2 that converges uniformly on every compact
subset of Q to a holomorphic function f, then prove that f is either
injective or constant. [7]

1
b) ForeachO<r< 5 let C_denote the circle centered at z, of radius r. Suppose

that for all sufficiently small r we are given two points z and Z_ in the unit disc
that also lie on C. If we let p(r) = [f(z)|-f(Z )|, then prove that there exists a

sequence {r_} of radii that tends to zero, and such that limx_m P(m)=0 7

then show that F maps the unit disc conformally

z dg
QN a) IFF@)=] o
onto the interior of a regular polygon with n sides and perimeter
n-2
2 jo”(sm 0)">'" do. [5]

b) Prove that, if F : D — P is the conformal map , then F extends to a
continuous bijection from the closure Ty of the disc to the closure p of
the polygonal region. [5]
c) Let Q be an open subset of C. [4]
1)  Define a uniformly bounded family F on compact subsets of Q.
i)  Define an equicontinuous family F on a compact set K < Q.
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Q8) a) Suppose F(2) is holomorphic near z = z, and F'(z) = F(z) = 0,
while F"(z)) # 0. Show that there are two curves I', and I', that
pass through z, are orthogonal at z, and so that F restricted to I',
is real and has a minimum at z, while F restricted to I', is also real

but has a maximum at z,. [7]
b) Show that an entire doubly periodic function is constant. [9]
c) Define the general Schwarz - Christoffel Integral. [2]

A A 4
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[6474]-37
M.A/M.SC. -1
MATHEMATICS
MTUTO-137: Integral Equations
(2019 Pattern) (Semester - 111)

Time: 3Hourg] [Max. Marks: 70
I nstructions to the candidates:

1) Attempt any five questions.

2) Figuresto theright indicate full marks.

Q1) @ Explainthe method of successive approximations to find the solution of
Fredholmintegral equation. [9]

b) Deriveanequivaent Frednolmintegral equationfrom thefollowing bound-
ary value problem. y"+2xy=1,0< x<1, y(0) = y(1) =1. [9]

c) Show that u(x) = x is a solution of the following Fredholm

integro-differential equation U/(x) = 2+ [ u()dt (4]

Q2) @ Findthe solution u(x) of the following Fredholm integral equation using

Adomian Decomposition method. [9]
9 o, 1 5,
u(x)_Ex + 02xt u(t) dt
b) Derive an initia value problem from the following Volterra integral
equation. [9]

u(x) = X% + jox(x—t)zu(t) dt

c) Findthesolution of following Fredholm integral equation by using direct
computation method. [4]

u(x) = xsinx— X+I;% xu(t)dt

PT.O.



Q3) a
b)

Q4) a)

b)

Q5) 8

b)

Explain the series solution method to find the solution of Volterraintegral

eguation. [9]
Solve the following Fredholm integral equation by using the method of
successive substitutions. [9]

9 5, 1,
u(x) =—x+=1| xtu(t)dt
(0 =155+ ], ¥t

Solve the following Volterra integral equation by using modified
decomposition method. [4]

_ X4 snhxy |, XX sinht
u(x)_coshx+2(1 e )+2J'Oe u(t)dt

Find the solution of following Volterra integral equation by using
successive approximations method. [9]

u(x) = 2— jox(x—t)u(t)dt

Solve the following Fredholm integro-differential equation by using
Adomian decomposition method. [9]

u'(x) = cosx+%x—%f(j/2 xtu(t)dt,u(0)=0

Classify each of the following equation. [4]
) u()=1+x+ jox(x—t)u(t)dt

i) u) = (x-uat

ii) x+1—%=j;%(x—t)u(t)dt
V)  u'(x) :1—§+ ontu(t)dt

Solvethefollowing Volterraintegro-differential equation by using series
solution method. [9]
u"(x) = cosh x+%—%cosh 2x+['sinhtu(t)dt, u(0) =1.u'(0) = 0

Solve the following Fredholm integral equation by using direct

computation method. [9]
VTN VI N L PR

u(x) = x 6x 24+ 2-[0 I+ x—=t)u(t)dt

Find the value of a in the following Volterra integral equation if the

solutionisu(x) =e*° of theintegral equation. [4]

u(x) =1-« IOX32u(t)dt
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Q6) a)

b)

Q7) &

b)

Q8) a

b)

Explain the method of Adomian decomposition to find the solution of

Volterraintegro-differential equation. [9]
Convert thefollowinginitial value problem to equivalent Volterraintegral
equation. [9]
y'+5y'+6y=0,y(0)=1y'(0)=1

Solvethefollowing homogeneous Fredholm integral equation [4]

u(x) =2 jolxu(t)dt

Solve the following Volterra integral equation by converting it to an
equivaentinitial value problem. [7]

u(x) = x* +% x* + on (t — X)u(t)dt

Solvethefollowing Fredholmintegral equation [7]
5 1p .

u(x) = s x+§jo xtu(t)dt by using

1)  direct computation method

i)  Successive substitutions method

Solve the following second order Fredholm integro-differential equation
by using the direct computation method. [7]

14 2 16 1 !
u"(x) = 2—§x—£x2 +j_1(xt +x2t2)u(t)dt,u(0) =1, u'(0) =1

Explain series solution method converting Volterra integro-differential
equation to standarsVolterraintegral equation. Hencefind the solution of

equation [7]

U(X) = 2—%x2 +%joxu(t)dt,u(0) 0

¥ %k %k
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Instructions to the candidates:

1)  Attempt any five questions.

2)  Figures to the right indicate full marks.

Q1) a) LetW be alinear subspace of R” of dimension k. Then prove that there is
an orthonormal basis for R” whose first & elements forms a basis for W.

[S]

b) Let U be open in H* but not in R*; let &: U—>R"be of class C". Let
S:U — R" be a C extension of a defined on an open set U’ of R*.

Then prove that for x € U, the derivative Df(x) depends only on the
function o and is independent of the extension f3. [5]

c) Show thatI=[0,1]1s a 1-manifold in R". [4]

02) a) LetM be k-manifold in R”, of class C". If M is non empty, then prove
that oM is k—1 manifold without boundary in R " of class C". [5]

b) Show that n-ball B”(a) is an n-manifold in R" of class C* and
S™!(a)=0B"(a) [S]

c) Prove that if the support of f can be covered by a single co-ordinate

patch, the integral J v fdvis well defined, independent of the choice of
coordinate path. [4]

PTO.



03) a)

b)

04) a)

b)

05) a)

b)

Let V be a vector space with basis a, a, .. a . Let I=(i ... i,) be a k-
tuple of integers from the set {1,2, .. n}. Then show that there is a unique
k-tensor ¢ on V such that, for every k-tuple J = (j , j,, .. j,) from the set
{1,2, .. n}.

0 ifI=]
a..a, ,.a |=
¢I( J1 J2 Jk) {1 lfI:J
The tensor ¢, form a basis for L¥(v). [7]
Let T : V>W be a linear transformation. If fis an alternating tensor on
W, then prove that T*f'is an alternating tensor on V. [5]
Show that if ; g : VF>R are multilinear so is af+bg. [2]

Let w be a k-form on the open set A of R”. Then show that w is of class
C"if and only if its component function b, are of class C" on A. [5]

If w=x’zdx+2ydy + ye*dz and 1 = cosxzdx + yzdy + xdz, then find
d(wnmn) [S]

Let A be open set in R”; let f: A>R be of class C". Then show that
df =(D,f)dx, +--+(D, f)dx,. [4]

Let M be a compact k-manifold in R”, of class C'. Let f,g : M—R be
continuous. Then show that.

j(af+bg)dvzajfd\/+bjgdv 5]

M M

Let M be a k-manifold in R”; Let a: U—V be a coordinate patch about
the point P of M. If U is open in H* and p = al(x,) for x, € R*' X0 then
P is a boundary point of M. [5]

Show that the function a.:[0,1)—S’ given by a(t) = (cos 2nt, sin 27t) is
not co-ordinate patch on S'. (4]
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06) a)

b)

07) a)

b)

08) a)

b)

If T:V—>W be linear transformation and if f'and g are alternating tensor
onW,thenprovethatT*(f/\g):T*f/\T*g. [5]
Let A be open in R%; Let o: A—>R”"be a C” map. Let x denote the

general point of R*; Let y denote the general point of R”. Then dx, and

dy.denote the elementory 1-forms in R*and R " respectively. Prove that
o*(dy) = da, 151
Let A= R?- 0, consider the 1-form in A defined by equation

xdx + ydy
W=—>5—"7 Show that w is exact on A. [4]
X4y

Let M be a compact n-manifold in R”. Let N be the unit normal vector
field to OM that points outwards from M. If G is a vector field defined
in an open set of R”containing M, then show that

i (div G)dV =a£ (G,N)av (5]

Suppose there is an n—1 form n defined in R”— 0 such that dn = 0 and

_[ 17 #0. Show that 1 is not exact. [5]
Snfl
Let M be a compact 1-manifold in R”;let T be unit tangent vector field

to M. Let f be C* function defined in an open set about M. If oM is
empty then show that I<gmd f ,T>ds =0. [4]
M

Let M be a 1-manifold in R”; let f'be a 0-form defined in an open set
about M. If M is an arc with initial point p and final point q, then show

that [df = £ (q) -/ (p). [5]

Show that M6bius band is non-orientable 2-manifold in R 3. [5]
Let o : (0, 1)>>R* given by a(u,v)= (u +v,uv,u’ —v° +1). Let Y be
the image set of a.

Evaluate Ixzdxl A dxy + X, x,dx, A dx;. [4]
Y

otooloedesde
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MTUT - 141 : Fourier Series and Boundary Value Problems
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Time: 3Hourg| [Max. Marks: 70

I nstructions to the candidates :

1) Attempt any five questions.

2) Figuresto theright indicate full marks.

Q1) a

b)

L et f denote afunction such that
1)  fiscontinuouson theinterval -t < X< .

i) f(-n) = f(n)

i) It'sderivativef' ispiecewise continuouson theinterval —t < x <.

If &, :if f (X) cosnx dx and
T
1-* :
b,== [ f(x)sinnxdx
T

are fourier coefficients for f, then prove that the series i\/ a; +b;

converges. [7]
Find the Fourier series on the interval —t < x < &t that corresponds to the
function [9]
f(x) = —n/2, when -n<x<0
/2 , when O<x<=
Find the Fourier Sine seriesfor the functionf(x) = x, (0<x<1). [2]
PT.O.



Q2) &)

b)

Q3) 3

b)

Q4) &)

b)

If feC,(0m), then prove that the Fourier sine series coefficient b_
tends to zero as n tends to infinity. [7]

Find the Fourier cosine seriesfor the function

f(x) =sinx , O0<x<m. [9]
Find the Fourier sine seriesfor the function

f)=1 , (0<x<n) [2]

Suppose that a function g(u) is piecewise continuous on the interval
0 <u<mandthat theright-hand derivative g (0) exists. Then provethat

lim j g(u)D, (u)du =gg(0+) :

where D (u) istheDirichlet kernel. [7]
Find the Fourier sine series of the function

f(X) = X(t — X) : (O<x<mn) [9]
Let f be the continuous function defined by

X when x<0
f(X)=1 .
snx, when x>0

2

Find f'(0)and f'(0). [2]

Solvethefollowing Boundry Value Problem.

u (x,t) =ku_(xt), (O<x<c,t>0)
u (0,t)=0,u (c,t)=0,(t>0) (7]
u(x,0) = f(x)

Solvethefollowing Boundry Value Problem.

y.(x,t)=a’y_(xt) (0<x<c,t>0)
y(0,t) =0, y(c,t) =0, y,(x,0) =0, (7]
y(x,0) = f(x)
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Q5) @ Solvethefollowing Boundry Value Problem.

u (x,t)=ku_(x,t) +q(t),(O< x<m,t>0)
u(0,t) =0, u(r,t)=0 (7]
u(x,0) = f(x)

b) Solvethefollowing Boundry Vaue Problem.
u, (X y)+u,(Xy)=0,(0<x<a,0<y<b)
with the conditions

u(0,y)=0,u(a y)=0, (0<y<b),
u(x,0) =0,u(x,b) = f(x), (O<x<a) [7]

Q6) @ Solvethefollowing Boundry Value Problem.

p°u_(p.9) +pu (p,d) +u,(p,0) =0 (I<p<b,0<d<mn)

u(p,0)=0,u(p,m)=0,(1<p<b)
u(,¢) =0, u(b,¢)=u, (0O<¢<m) [7]

b) TheBoundry Vaue Problem
Y, (Xt) =y (xt)+Asinwt (0<x<1t>0)
when A is constant
y(0,t) =0,y(1,t) =0, y(x,0) =0, ,(x,0)=0

describes transeverse displacement in a stretched string. Show that
resonance occurs when w has one of the values.

w=(@2n-1) (n=1,2,...) [7]
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Q7) &)

b)

Q8) a)

b)

If X(X) and Y (X) are eigen Functions corresponding to the sameeigenvalue
of a regular sturmliouville problem. Then prove that Y (xX) = CX(X)
where C is non-zero constant. [7]

1 2
If the functions $o(X) = 7 b, (X) = — COSTX, N =12,..

then show that the set

{¢,(X)}(n=1,2,....) isorthonormal on theinterval 0 <x < m. [5]
e -1 _

If f(x)= , X#0 thenfind f(0,t) and f.(0) [2]

Find eigenvaluesand normalized eigenfunction of Sturm-Liouville problem.
X"+ Ax=0, X'(0)=0,x(c)=0. [9]

Verify that each of the function u, =y and u, = sinhny.cosnx

(n=1, 2, 3, ...) satisfies laplace equation U, (X, y)+U, (X Yy)=0 on
(O<x<m 0<y<?2). [2]
IfC (n=1,23,..) bethefourier constants for afunction fin Cp(a, b)
with respect to an orthogonal set {¢ (x)} (n=1, 2, 3, ....) in the space.
Then prove that all possible linear combination's of the function
¢, (%), d,(x), ..., 0, (X) thecombination C$,(x) + C,0,(X) +...+ C . (X)

Isthe best approximation in the mean to f(x) on the fundamental interval
a<x<h. [7]

VVVV
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Instructions to the candidates :

1)
2)

01) a)

b)

Q2) a)

b)

03) a)
b)

Attempt any five questions.

Figures to the right indicate full marks.

Define an integral curve. Give an example of a parametrized curve o(t)
which is not an integral curve. [4]
Explain why an integral curve cannot cross itself as does the parametrized
curve. [5]

Define complete vector field and check wheather the vector field
X(xl,xz) = (xl,xz,l,O) i1s complete or not. [5]

Show that the set S of all unit vectors at all points of R> forms a
3-surface in R*. [4]
If U is an open set in R"" and X is smooth vector field on U. Suppose,

a:1 — U is an integral curve of X with a(0)=a(z,) for some 1.z, =0.

Then show that o (t) is periodic on L. [5]
Show that the graph of any function f:R" — Ris a level set for some
function F:R"" - R. [5]
State and prove Lagrange's Multiplier Theorem. [7]

If Uis an open setin g+ and f:U — R is smooth function. Let PeV be
a regular point of f and let f{p) = c. Then show that the set of all vectors
tangent to f ' (c) at 'p' is equal to [V ( p)]l. [7]

P.T.O.



04) a)

b)

05) a)

b)

06) a)

b)

Q7) a)

b)

08) a)

b)

If f:U —Ris a smooth function and :7 — yis an integral curve of

/. Then show that, %(foa)(t)zﬂvf (a(e))vrer . [4]

Show that if an n-surface S is represented both as f!(c) and g-!(d)
where Vf (p)=0and Vg(p)=0for all PeS. Then show that, for each

PeS,Vf(p)=AVg(P).(A=0). [5]
Define terms [5]

1)  Gauss Map
i)  Weingarten Map

If S is any connected n-surface in g~+. Then show that, there exist exactly
two smooth unit normal vector fields N, and N, with N, (P) =-N (P) for
all PeS. [7]
If C 1s connected oriented plane curve and 3:1— Cis unit speed global
parametrization of C. Then show that, B is either one to one or periodic
Moreover, [ is periodic if and only if C is compact. [7]

Show that the unit n-sphere x} +x; +......+x.,, =1 is connected for n>1.

[5]
Define Geodesics and hence show that geodesics have constant speed.

[5]
Explain the difference between local and global parametrization of curve C.

[4]

If S is a compact connected oriented n-surface in R"*' exhibited as a

level set £7'(c) of a smooth function f:R" — R with Vf(p)=0 for all

PeS. Then show that, Gauss map, maps S on to the unit sphere S". [7]
Show that the velocity vector field along a parametrized curve o(t) in an
n-surface S is parallel if and only if o (t) is geodesic. [7]

If g:1— R 1s a smooth function and C denote the graph of g(t). Then

3,

%
show that, the curvature of C at the point (t,g(t)) is g"(t)/ (1+( g’(t))z) for

any appropriate choice of orientation. [S]
Show that M6bius band is an unorientable 2-surface. [5]
State and prove any two properties of Levi-civita parallelism. [4]
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I nstructions to the candidates:

1) Question 1 is compulsory.

2) Attempt any two questions from Q.2, 3 and 4.

3) Figures to the right side indicate full marks.

Q1) Definetheterm big dataand mention all stepsinvolved in the process of data
science. [7]

Q2) @ Describe data transformation process. [9]

b) Distinguish between supervised and unsupervised machine learning
techniques. [9]

c) What ismachinelearning? Give python toolsused in machinelearning.[4]

Q3) @ Explainany Fiveformsof data. [9]
b) What is Spark? Giveit's four components. [9]
c) Explainthe processof datacleansing in detail. [4]
Q4) @ Writeashort note on text mining and handling techniquesto it. [9]
b) Describe Hadoop and its components. [5]
c) Give packagesin python which are used for text mining. [4]
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I nstructions to the candidates :

1) Attempt any five questions.

2) Figuresto theright indicate full marks.

Q1) a)

b)

Q2) a)

b)

Show that every non-constant polynomial is the product of irreducible

polynomials. [5]
Show that Z[i] is a Euclidean Domain. [9]
Show that the following : [4]

) (a,a+k)|k where a,keZ

ii) For all odd integers n, 8 | n* — 1

Let a,b,me Z and m= 0. Then prove the following : [9]
i) If a=b(mod m) and b=c(mod m) then a=c(mod m)

i) If a=b(mod m) then ac=bc(mod mc) forc>0

Prove that a"™ =1(mod m) when (a, m) = 1. [5]
Find the last two digits in the ordinary decimal representation of 34%.[4]

PT.O.



Q3) a)

b)

Q4) a)

b)

Q5) a)

b)

Show that there is no X for which both X=29 (mod52) and
X=19 (mod 72). [5]

For any odd prime p let (&, p) = 1. Consider the integers a, 2a, 3a, ...,
{(p— 1)/2}a and their least positive residues modulo p. If n denotes the

a "
number of these residues that exceed p/2, then show that (Bj =(=D"[7]

Show that if p is a prime and a’ =b*(mod p) then p/(a+ b) or pj(a— b).
[2]

q;lj
2

p-l
If pand q are distinct odd primes then prove that [g}[%} =(- 1){ ’ ]{ :

[7]
If p is an odd prime then prove the following : [4]

o (B

a2
iy If(a p)=1then (Fj =1

Determine whether the congruence x* = 5(mod 227) is solvable or not.[3]

Find the highest power of 6 dividing 500!. Also find the highest power of

70 dividing 500! [9]
If p is prime, then prove that the largest exponent e such that p¥/n! is
> Nn
e= i
3] :

Prove that {X+E} is the nearest integer to X and if two integers are

equally near to X then it is the larger of the two. [4]
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Q6) a)

b)

Q7) a)

b)

Q8) a)

b)

If f(n) be a multiplicative function and let f(n)=> f(d). Then show

d/n

that F(n) is multiplicative. [7]
e p -1
For every positive integer n, show that o(n)= [ | ik [9]
p*//n p -
Find the smallest integer X for which ¢(x) = 6. [2]

If F(n)=) f(d) for every positive integer n then prove that

d/n

f(n)= () F(n/ ). 5]

Prove that the product of two primitive polynomials is primitive. [7]
3

Find the minimal polynomial of the algebraic number 1 +2ﬁ . [2]

If o is any algebraic number, then prove that there is a rational integer b
such that bo is an algebraic integer. [9]

If an irreducible polynomial p(X) divides a product f(X) g(X) then prove
that p(X) divides at least one of the polynomials f(X) and g(X). [9]

Prove that u(n) w(n+ 1) p(n+2) w(n+ 3) =0 if n1is a positive integer.[4]

VVVV
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Instructions to the candidates :
1) Attempt any five questions.

2) Figuresto theright indicate full marks.

Q1) a)
b)

c)

Q2) a)

b)

Q3) a)

b)

Prove that path homotopy relation is an equivalence relation. [9]

A space X is said to be contractible if the identity map i : X — X is
nulhomotopic. Show that a contractible space is path connected.  [5]

Show that if h, h' : X — Y are homotopic and k, K' : Y — Z are homotopic,
then k 0 hand k' 0 h' are homotopic. [4]

Show that in a simply connected space X, any two paths having the same

initial and final points are path homotopic. [9]
Let a be a path in X from X to X, and B be a path in X from X, to X,
Show that if y = o * 3, then 4 = B04. [9]
Define : [4]
1)  simply connected space. ) star convex set.

IfP: E— Band P': E' -> B' are covering maps, then prove that

P xP':E X E'—» B x B'is a covering map. [9]
Letg: X —> Yandr:Y — Z be covering maps. Let p=r 0 (. Show that
if r-'(2) is finite for each z € Z, then p is a covering map. [9]
Define retraction. Prove that there is no retraction of B? onto S'. [4]

PT.O.



Q4) a)
b)

Q5) a)

b)

Q6) a)

b)

Q7) a)

b)

Q8) a)

b)

State and prove the fundamental theorem of algebra. [10]

Give an example of a non-identity covering map from S' onto S'. Justify
your answetr. [4]

Show that if G = G, ® G,, where G, and G, are cyclic of orders mand n
respectively, then mand n are not uniquely determined by G in general.

[5]
Let f : X — Y be continuous and let f (x) = y,. If f is a homotopy
equivalence, prove that f, : © (X, X)) = (Y, y,) is an isomorphism. [5]

State and prove the Borsuk-Ulam Theorem for S [4]

Let p, q and r be continuous maps with p =r 0 q as shown in the
following diagram. [7]

X._a
\
4 Y
i“(

Prove that, if p and r are covering maps, so is 0.

Prove that the fundamental group of the n-fold dunce cap is a cyclic
group of order n. [7]

Prove that the fundamental group of the torus has a presentation consisting

of two generators o, 3 and a single relation oo ' [9]
Let X be the wedge of the circles S for oo € J. Let p be the common
point of these circles, then prove that (X, p) is a free group. [9]
State the Seifert-van Kampen theorem. [4]

Let p: E — B be a covering map, with E simply connected. Show that,
given any covering map I : Y — B, there is a coveringmap : E > Y
such thatr oq=p. [9]

Show that if n> 1, every continuous map f : S — S! is nulhomotopic.
[5]

Find a continuous map of the torus into S' that is not nulhomotopic. [4]

F6d836
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Instructions to the candidates :

1) Attempt any five questions.

2) Figuresto theright indicate full marks.

Q1) a) If Vis an inner product space and W is subspace of V then show that
V=W oW [9]

b) Fora finite set X, the set ¢ * = {f: X— C is a fuction} is a vector space
with pointwise operations. Give its orthonormal basis with the natural

inner product on it. [9]

I 1
c) Show that the matrix {0 J is not diagonalizable over C. [4]

Q2) a) Define the degree of the representation of a group and equivalent
representations of a group. Show that the representations

¢:7Z,—>GL,(C)andy :Z,—>GL,(C) are equivalent, where
I (27zmj : (ZﬂmJ_ i (anj ]
cos —sin| —— .

4= n n and y = e 0
mol (27zmj (27zmj m _(27rmj . [5]
sin| —— os| — n

i n | 0 e

n
b)  Give the standard representation ¢:S; — GL;(C) and give an S- invariant
subspace of GL,(C). [9]
c) Letp:§ — GL, (C) be a representation defined on generators (12) and

-1 -1 -1 -1
(123) by P12) :{ 0 1 } and £123) :{ 10 } Show that p is irreducible.
[4]

P.T.O.



Q3) a)

b)

Q4) a)

b)

Q5) a)

b)

Q6) a)

b)

Let ¢ : G > GL(V) be equivalent to a decomposable representation.
Then show that ¢ is decomposable. [9]

Give a irreducible representation p: D, = GL, (C). [9]

Define a completely reducible representation and describe its
diagonalizability. [4]

Let ¢ : G —> GL(V) be a unitary representation of a group. Then show
that ¢ is either irreducible or decomposable. [9]

Define Unitary representation. Show that ¢: R — S' defined by ¢(t)=e>".
Then show that it is a unitary representation of R . [9]

Give an example of a group representation which is indecomposable but
not irreducible. [4]

Show that every representation of a finite group is equivalent to a unitary
representation. [9]

Show that every representation of a finite group is completely reducible.
[5]
Let ¢ : G — GL (C) be a group representation and y : G — GL_(C) is

defined by wg = ag = (¢,J (g)).Give an example where ¢ and y are not

equivalent. [4]

Define a homomorphism of group representations. Let ¢: V— GL(V) and
p: G— GL (W) be two group representations. Let T : V — Wbea linear
transformation in Hom (¢ ,p). Show that Ker (T) and Im(T) are
G — invariant subspace of V and Wrespectively. Also show that Hom (¢,p) is
subspace of Hom (V,W). [9]

Let ¢,p be irreducible representations of a group G and T € Hom, (¢.,p).
Then show that either T is ivertible or T= 0. Consequently show that (a) If

not ¢~p then Hom,, (¢,p) = 0, (b) If ¢~pthenT=A | with A € C. [9]

Let G be an abelian group. Then show that any irreducible representation
of G has degree one. [4]

[6474]-46 2



Q7) a)

b)

Q8) a)

b)

Let G be a finite abelian group and ¢ : G — GL_(C) a representation.
Then show that there is an invertible matrix T such that T (,bgT is diagonal
forallg € G. [9]

Let A € GL _(C) be a matrix of finite order. Then show that A is
diagonalizable. Moreover, if A* = |, then show that the eigenvalues of A
are n"-roots of unity. [9]
Let ¢: G— GL (V) be arepresentation. Define the character y , G C of ¢.
Show that y , (1) = deg (¢). Also show that if ¢,p are equivalent
representations then y,= y . [4]

Let G be a group. Define a class function f : G —» C and show
that space of all class functions ZL(G) is subspace of L(G). Also
show that dim(ZL(G)) = |Cl(G)|, where C1(G) is the set of all conjugacy

classes of G. [9]
Show that irreducible characters of a finite group G form an orthonormal
set of class functions. [9]
Compute the character table of .. [4]

R A 4
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Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1) Attempt any five questions.

2) Figuresto theright indicate full marks.

Q1) a)

b)

Q2) a)

b)

Prove that code C is v-error-correcting if and only if d(C) > 2v+ 1. [5]

Construct the IMLD (incomplete maximum likelihood decoding) table
for code C = {000, 001, 010, 011}. [9]

Determine the number of binary codes with parameters (n, 2, n) for
n>2. [4]

Show that dimension of a self-orthogonal code of length n must be < n/2,
and the dimension of a self-dual code of length nis n/2. [9]

Find a generator matrix and a parity-check matrix for the linear code
generated by set S = {1000, 0110, 0010, 0001, 1001}, g=2 and give the
parameters [n, k, d]. [6]

Let C = {0000, 1000, 0100, 1100} be binary linear code. Find d(C) and
Wt(C). [3]

PT.O.



Q3) a)

b)

Q4) a)

b)

Q5) a)

b)

Q6) a)

b)

Faix]
Let g(X) be the generator polynomial of an ideal of (X' —1)" Then show

that the corresponding cyclic code has dimension K if the degree of g(X)
isn—k [5]

Determine the generator polynomial and the dimension of the smallest

cyclic code containing word 1000111 e F, . [9]

Let g(X) =(1+ x)(1+ x+ X’) € E[X] be the generator polynomial of binary
[7, 3] - Cyclic code C. Write down a generator matrix. [4]

Prove that BCH code with designed distance 6 has minimum distance at

least 9. [7]
Suppose we have three nonzero polynomials f (X), f,(X) and f,(X). Show
that lem( f,(x), f,(X), ,(x)) =lemlem( f,(x), f,(x), £,(). [5]

Find dim (C) where C = {0000, 1000, 0100, 1100} be binary linear code.[2]

Prove that minimal polynomial of an element of F m with respect to F_

exists and is unique. It is also irreducible over F . [9]
Find all cyclobomic cosets of 2 mod 63. [9]
Factorize the following polynomials. [4]

i) X -—1loverF,

i) X*—1overF,

Prove that for an integer g > 1 and integers N, d such that 1 <d < n, we

n

have e d <A (nd). [9]
;(i j(q -1y
Find an optimal code with n= 3 and d = 2. [9]

Determine whether the a binary linear code with parameters (8, 8, 5) exists.

[4]
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Q7) a)

b)

Q8) a)

b)

Prove that for any integers > 1, any positive integer N and any integer d

such that 1 <d <n, we have A (n, d) < g™, [7]
Let =2 and n > 2 be any integers. Show that A (n, 2) = qr. [9]
Define relative minimum distance of code C. [2]

If G = (I, | X) is the standard form generator matrix of an [, K] - code C,

then prove that parity - check matrix for Cis H= (X" |L_,). [9]

Find generator and parity - check matrix for the binary linear code C = <S>,

where S= {11101, 10110,01011, 11010}. [6]

Find dim (C) and all distinct basis for binary linear code

C = {000, 001, 100, 101}. [3]
GO O
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I nstructions to the candidates :

1
2)
3

Q1) a)

b)

Q2) a)

b)

Attempt any five questions.
Figuresto the right indicate full marks.
Use of scientific calculator is allowed.

The probability that a patient recovers from a rare blood disease is 0.4. If

15 people are known to have contracted this disease, what is the probability
that : [9]

1)  Exactly 5 survive and
i) atmost9 survive?

A shipment of 8 similar micro-computers to a retail outlet contains 3
micro-computers that are defective. If a school makes a random purchase
of 2 of these computers, find the probability distribution for the number
of defectives. [9]

Prove that : The expected value of the sum or difference of two or more
functions of a random variable X is the sum or difference of the expected
values of the functions. That is, E[g(X) + h(X)] = E[g(X)] + E[h(X)] [4]

Estimate the regression line for the pollution data given below : [9]
X | 2 4 6 8 9 11

y | 2 2 4 4 g8 10

X, X , X are mutually independent random variables that have
respectively Chi squared distributions with V., V., ........ , V_ degrees of
freedom then prove that the random variable Y =X + X +...... + X has
a Chi squared distribution with V.=V +V_+ ..+ V degrees of

freedom. [5]
PT.O.




Q3) a)

b)

Q4) a)

b)

i)  Define the term probability density function.
1) IfAandA'are complementary events, then show that P(A) + P(A") =1

[4]
A random variable X has a mean, p = 10 and a variance, 6> = 4 Using
Chebyshev's theorem, find. [9]
)  P(X-10/<3) i) P(0<X<15)
Prove that mean and variance of the discrete uniform distribution f(x ; K)
1 « 1 k
are fL= E; X and 0" = —;()ﬂ —11)* respectively. [5]

Ten is the average number of oil tankers arriving each day at a certain port
city. The facilities at the port can handle at most 15 tankers per day. What
is the probability that on a given day tankers have to be turned away?

[4]

Suppose that the shelf life, in years, of a certain perishable food product
packaged in cardboard containers is a random variable whose probability
density function is given by [9]

e’ x>0
0 €esawhere

f(x):{

Let X, X, and X represent the shelf lives for three of these containers
selected independently.

find P(X, <2, 1 <X, <3,X,>2)

Let X be random variable with moment generating function M, (t). Then

show that [9]
n M ()= et M. (1) i)  M_(D) =M (at)
Let X be the random variable that denotes the life in hours of a certain
electronic device. The probability density function is [4]
20000
X>100
f(X)=1 X -

0 e sewhere

Find the expected life of this type of device
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Q5) a)
b)

Q6) a)

b)

Define normal distribution. Also show that mean of (X ; p, o) is p. [5]

Calculate the variance of g(X) = 2X+3, where X is a random variable with
probability distribution. [9]

X 0 1 2 3

f(X)

0 |
N | —
0 |

Suppose that the error in the reaction temperature, in °C, for a controlled
laboratory experiment is a continuous random variable X having the

probability density function [4]
X2
—, —l<x<2
f(x)=13
0, dsawhere

)  Findp0<x<1)

iiy  Verify that | f(X)dx=1

In a certain assembly plant, three machines, B,, B, and B, make 30%,
45% and 25% of the products respectively. It is known from past
experience that 2%, 3% and 2% of the products made by each machine
are defective respectively. Now, suppose that a finished product is
randomly selected. What is the probability that it i1s defective? [9]

Given a normal distribution with mean, p =40 and o = 6, find the value
of X that has [S]

1)  45% of the area to the left
1)  14% of the area to the right
i)  State Baye's theorem

i)  Define the moment generating function of the random variable X.

[4]
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Q7) a) The fraction X of male runners and the fraction Y of female runners who
compete in marathon races are described by the joint density function.

8y 0<y<x<l
0 elsewhere

H&wz{

Find the covariance of X and Y. [6]
b) Prove that if X and Y are random variables with joint probability
distribution f(X, y), then o, = @’c; + b’ 4 2abo,, . [5]

ax+by

c) A die is loaded in such a way that an even number is twice as likely to
occur as an odd number. If A be the event that an even number turns up,
then find the probability of the event A. [3]

Q8) a) Determine the values of ¢ so that the following functions represent joint
probability distributions of the random variables X and Y. [9]

) f(xy)=cxyforx=1,2,3andy=1,2
i) f(xy)=cx-y forx=-2,0,2andy=-2,3

b) A group of 10 individuals is used for a biological case study. The group
contains 3 people with blood type O, 4 with blood type A and 3 with
blood type B. What is the probability that a random sample of 5 will
contain 1 person with blood type O, 2 people with blood type A and 2
people with blood type B? [9]

c) In how many ways can 8 people be seated at a round table if [4]
1)  they can sit anywhere

1) two particular people must not sit next to each other?

e
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