Total No. of Questions : 4] SEAT No. :

PD-3217 [Total No. of Pages : 2
[6474]-101
M.A./M.Sc. (Part - I)
MATHEMATICS
MTS - 501 MJ : Linear Algebra
(2023 Credit Pattern) (Semester -I)

Time : 2 Hours] [Max. Marks : 35
Instruction to the candidates :
1) All questions are compulsory.

2) Figures to the right side indicates full marks.

Q1) Attempt any three of the following : [6]

a) Test the linear dependence of the following set of vectors in R’
(1,1,2), (3,1,2), (-1,0,0)

b) Prove that if two vectors are linearly dependent then one of them is a
scalar multiple of other.

c) Is T:R*>— R*defined as T(x,,x,) = (1+x,,x,) is linear transformation?
Justify.

d) Find the range and Null space for identity transformation on a finite
dimensional vector space V.

02) Attempt any two of the following : [10]
a) Let T be any linear operator on a finite dimensional inner product space
V then show that there exists a unique Linear operator T* on V such that

(To|8)=(a|T*3) for all o,p in V.

b) LetB={(1,0,-1),(1,1,1), (2,2,0)} be the basis of R*find the dual Basis
of B.

¢) Let W, and W, are finite dimensional subspaces of a vector space V then
show that W +W_ is finite dimensional and dim W +dim W, =
dim (W "W)) + dim (W +W.).

P.T.O.



03) Attempt any two of the following. [10]

a) Let Vand W be a vector space over the field F and Let T be a linear
transformation from V into W. Suppose V is the finite dimensional then
prove that rank (T) + Nullity (T) = dimV.

b)  Write all possible Jordan canonical form if the characteristics polynomial
is (x—1)* (x-2)%

c) LetT and V be the linear operators on R* defined by
T(x,x) = (x,,x) and U (x,x,) = (x,0) Then find

) T+U ) TU
i) UT iv) T?
v) U?
04) a) Attempt any one of the following. [S]

1)  Let U be a linear operator on an inner product space V. Then show
that U is unitary if and only if the adjoint U* of U exists and
UU*=U*U=1

1) Let g represent quadratic form on g2 Then find the symmetric

bilinear form f corresponding to ¢ where g=3xx, —x;.
b) Attempt any one of the following. [4]

1)  Define bilinear form on vector space V. Also, describe the bilinear
form on R’which satisfy f(a,B) = —f(B,o) for all o,p.

1) Let T be the Linear operator on R* which is represented in the

5 -6 -6
standard ordered basis by the matrix A=-1 4 2 prove that T
3 —6 —4

is diagonalizable.
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[6474]-102
M.A./M.Sc.
MATHEMATICS
MTS503 MJ : Group Theory
(2023 Pattern) (Semester - 1)

Time: 3Hourg| [Max. Marks: 70
Instructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicates full marks.

Q1) Attempt any five of the following : [10]
a) Determinethe operation * on Z defined by a* b =a—b, isassociative.
b) Findtheorder of 6 =(1128104) (213) (6 9).
c) Find al subgroups of Z,..
d) Draw the lattice of subgroups of the group Z..
e Statethe Cayley'stheorem.
f) Let Gbeagroup. Provethat [y, X] =[x, y]7, X,y € G
g) Whatisorderof (3,2)inZ,x 7Z,?

Q2) Attempt any two of the following : [10]
a) If Gisagroup under the operation *. Then prove that
1)  Theidentity of Gisunique
i) (@*byl=bl*alforala beG
b) Find the orders of each element of Q..
c) LetH=(x) beacyclicgroup. Provethat every subgroup of H is cyclic.

PT.O.



Q3) Attempt any two of the following : [10]

a) Let G bean arbitrary group, x € Gand m, n € Z. Prove that
) Ifx"=21andx"=1thenxd =1, where (m, n) =d.
i) If x™=1then |x| dividesm.
b) Provethatif A and B are subsets of Gwith A c B then C_(B) is subgroup
of C,(A).
c) Defineamapn:R?>— Rby n(X,y) =x. Provethat X isahomomorphism
and find the kernel of .
Q4) Attempt any two of the following : [10]
a8 State and prove the Lagrange's theorem.
b) Prove that quotient groups of a cyclic group are cyclic.
c) Prove that the automorphism group of the cyclic group of order n is
isomorphic to Z/nZ.
Q5) Attempt any two of the following : [10]
a) If G beafinite group of order p*m, where p is a prime not dividing m,
then prove that G has a subgroup of order p°.
b) Find all conjugate classes and their sizesin the group Q,.
c) Let¢: G— Hbeahomomorphism of groups. Provethat ¢ isinjectiveif
and only if ker ¢ = 1.
Q6) Attempt any two of the following : [10]
a) Suppose G isagroup with subgroups H and K such that
) HandK arenorma in G and
i)  HNK = 1. Then prove that HK = HxK.
b) Let pbeaprime. provethat the elementary abelian group of order p? has
exactly (p + 1) subgroups of order p.
c) If Aisany nonempty collection of subgroup of G, then prove that the

intersection of all members of A is also a subgroup of G
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Q7) Attempt any two of the following : [10]
a LetGbeagroup,letx, y e Gandlet H <G then prove that
) xy=wyxifandonlyif[x,y] =1
i) of[X Y] =[c(X), o(y)], for any automorphism ¢ of G
b) Let Gbeany group containing asubgroup H of index 2. Prove that HAG

c) Listthe nonisomorphic abelian groups of order p°, wherepis prime.

F6d836
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[6474]-103
F.Y. M.A./M.Sc.
MATHEMATICS

MTS- 504 - MJ : Ordinary Differential Equations

(2023 Credit Pattern) (Semester - 1)

Time: 3Hourg| [Max. Marks: 70
Instructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicates full marks.

Q1) Attempt any Five of the following : [10]

a)

Show that € and e* are linearly independent solutions of the differential
equation y"' —y = 0 on any interval.

b) Find all solutions of the differential equation y' + y = €

c) Find the general solution of the differential equation y"' — 5y" + 6y' = 0.

d) Compute Wronskian of the functions ¢,(X) = sinx, ¢,(X) = €*.

e) Write the general form of second order
i)  Euler's equation
i)  Bessel equation of order

f)  Determine whether the differential equation 2xy dX + (3% + 3y?) dy =0 is
exact.

g) Define Lipschitz condition.

Q2) Attempt any two of the following : [10]

a) Explain the method of solving y' + ay = b(X) where a is constant and b(X)
is continuous function.

b) Find a solution ¢ of the equation y' + (cos X) y = €™ which satisfies
¢(m) = 7.

c) Solve the equation Ly' + Ry = E, where L, R and E are all positive

constants. Also show that every solution tends to R as X—oo.

P.T.O.



Q3) Attempt any two of the following : [10]

a) Explain the method for solving non-homogeneous equation with constant
coefficients of order two.

b) Find the solutions of the initial value problem y" — 2y' — 3y =0, y(0) =0,

y(0) = 1.
c) Find all solutions of the equation y" + y = secx (—% < X< %)

Q4) Attempt any two of the following : [10]

a) Explain the method of reduction of order for solving the n™ order
homogeneous linear differential equation with variable coefficients.

b) Find two linearly independent solutions of the differential equation

y"+ X ' _F Yy =0, for x> 0. Also prove that the two solutions are

linearly independent.

c) Let ¢, and ¢, be the two solutions of the differential equation
L(y) =Yy"' +a (X)y' + a,(X)y = 0 on an interval I containing a point X,.

Then prove that. W(g,,4,) (X) =exp | - J' a () dt \W(g,.4,) (X))

X0

Q5) Attempt any two of the following : [10]
a) State Euler's equation and find its solution.
b) Find two linearly independent power series solutions in powers of X of
the equation y" +y = 0.
c) Compute the indicial polynomial and it's roots for the differential equation
Xy'+(X+x)y —-y=0.

Q6) Attempt any two of the following : [10]
a) Explain the variable separable method for the first order differential
equation y' = f (X,y).
b) Compute the first four approximations ¢, ¢ ,¢,and ¢, to the solution of
the initial value problem y' =3y + 1, y(0) = 2.

yO
-y, (X=X,)
point (X,,Y,) is a solution of the equation y' = Y.

c) Show that the function g(x) = which passes through the
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Q7) Attempt any two of the following : [10]
a)  Show that the function f(X)y) = Xxy*
1)  Satisfies the Lipschitz condition on the rectangle R : [X|<1, |y|<I.

1)  Does not satisfy the Lipschitz condition on the strip S : [X<1, |y|<co.

b) Let ¢, and ¢, be the two solutions of ; = A(t)X where A(t)isa 2 x 2

matrix, continuous on an interval I. Then prove that their Wronskian W(t)

t
is given by W(t) = W(t)). exp j (a,(s)+a,,(s)ds|.

)

—_— W O
N OO

3
¢) Find the general solution of X = A X Where A= |0
|

L A 4
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[6474]-104
M.A./M.Sc. (Part - I)
MATHEMATICS

MTS - 506(A) MJ : Advanced Numerical Analysis

(2023 Credit Pattern) (Semester -I)

Time : 2 Hours] [Max. Marks : 35

Instructions to the candidates :

1) All questions are compulsory.

2) Use of single, non-programmable scientific calculator is allowed.

3) Figures to the right indicates full marks.

Q1) Attempt any THREE of the following : [6]
a) Compute the limit and determine the corresponding rate of
convergence lim ngjrz
b) Find the vector valued function F associated with the following system
and compute the Jacobian of F 5 cosx +6 cosy —-10 = O,
Ssinx+6siny—4=0.
c) If fix)= In(x), find f’(2) forh =0.1, 0.01.
d) Show that the Householder matrix is symmetric and orthogonal.
02) Attempt any TWO of the following : [10]
a)  Verify that the equation x>~18x*+45 = 0 has a root on the interval (1,2).
Perform 3 iterations by Newton's method starting with P, =1.
b) Derive the following forward difference approximation for the second
-2 h 2h
derivative. /" (x,)~ /(%) =21 (% -;2 )+ £ (% +2h)
: 212f
c¢) Construct the House holder matrix H for WZ[? 33|

P.T.O.



03) Attempt any TWO of the following. [10]

a)

b)

04) a)

b)

1
Evaluate ff;dx, by using Trapezoidal rule by dividing the interval [1,2]

into five equal subintervals.

Solve the following system by Jacobi method starting with vector
X® =100 0]". perform 3 iterations.
2x —~x,= —1, —x +4x,+2x,=3, 2x,+6x,=5.

Consider the function f(x) = e*. Construct the Lagrange's form of the
interpolating polynomial for f passing through the points (-1,e™), (0,e°)
and (1,eh).

Attempt any ONE of the following. [4]

3 2
A=|-3 -1 3
1 2 0

within initial vector

1)  For matrix A= 0 of

perform two iterations of power method to find domiant eigen value
and corresponding eigen vector.

1)  Construct the divided difference table for the following data set and
write the Newton form of the interpolating polynomial

X —7 -5 -4 -1
y 10 5 2 10
Attempt any ONE of the following. [S]

1)  Prove that the order of convergence of secant method is
approximately oo = 1.618 and asymptotic error constant

a—1

f”(p)

1
A\~Ce =
2f"(p)

i)  Apply modified Euler's method to approximate solution for the initial

d
value problem d_);:ﬂ —2x* —1,0<7 <1,x(0)=0. perform 2 steps.
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SEAT No. :
PD-3221 [Total No. of Pages : 2
[6474]-105
M.A./M.Sc.
MATHEMATICS
MTS-506-(B)-MJ : Number Theory
(2023 Credit Pattern) (Semester - 1)
Time: 2Hourg| [Max. Marks: 35

Instructions to the candidates :
1) All questions are compulsory.
2) Figuresto theright indicate full marks.
3) Symbols and notations have their usual meanings.

Q1) Attempt any Three of the following : [6]

a) Prove thatif Xxand y are odd integer's then X* + y* is even but not divisible
by 4.

b) Find the minimal polynomial of 3/7 .

c) For any positive integer m, show that (ma,mb) =m (a,b).

d) For any two real number x and y show that [X] + [y] < [Xx+Y].

Q2) Attempt any Two of the following : [10]
a) Prove that for any interger n, n’-n is divisible by 3.

b) If 4 lemon is of ruppee 1,1Guava is of ruppee 1 and 1 coconut is of
ruppee 5 then how many of each fruit buy so that 100 fruits can buy in
100 ruppees.

c) State and prove Gauss lemma.

PT.O.



Q3) Attempt any Two of the following : [10]

a)
b)
c)

Q4) a)

b)

Prove that the product of two primitive polynomial is primitive.
State and prove mobius inversion formula.

Let p be a prime. Prove that X* = 1 (mod p) if and only if X=+ 1 (mod p)

Attempt any One of the following : [4]

1) How many zero's are their at the end of 100! in the decimal
represention of 100!

i) If a is algebric number then prove that there is rational number b
such that a..b is algebric integer.

Attempt any one of the following : [9]

1)  If§ is algebric number of degree n then prove that every number in
Q(&) can be written uniquely in the form

a0 +a.§ +a.g +--—- +a_, &' where acQ

i)  Find the smallest positive integer that gives remainder 1,2,3 when
divided by 3,4,5 respectively.
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PD-3222 [Total No. of Pages : 2
[6474]-106
FY. M.A./M.&c.
MATHEMATICS
MTS-506 (C) MJ : Combinatorics
(2023 Credit Pattern) (Semester - 1)
Time: 2Hourg| [Max. Marks: 35

I nstructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicates full marks.

Q1) Attempt any Three of thefollowing : [6]

a)

Find two different chessboard (not row or column rearrangements of
one another) that have the same rook polynomial. Also, write the rook
polynomial.

b) Solvetherecurrencerelationa =16 a_, + 5n (assuming that nis power
of 2)

c) Find a generating function for the number of integers between 0 and
9,99,999 whose sum of digitsisr.

d) How many r-digit ternary sequence are there with an even number of
zero's?

Q2) Attempt any two of thefollowing : [10]

a How many arrangements of 1,1,1,1,2,3,3, are there with 2 not beside
elither 3?

b) Using generating functions, solvetherecurrencerelation
a=a_ +n(nl),a=1

c) i) How many evenfivedigit numbers (Ileading zeros not allowed) are

there?

i)  How many fivedigit numbers are there with exactly one 3?

i)  How many five digit numbers are there that are the same when the
order of their digitsisinvested (e.g.15251).?

PT.O.



Q3) Attempt any two of thefollowing: [10]

a)  Findordinary generating function whose coefficient a equals 3r> Hence,
evaluate the sum 0+3+12+....+ 3n?

b) How many ways are there to collect $24 from 4 children and 6 adults if
each person givesat least $1, but each child can give at most $4 and each
adult at most $77?

c) How many arrangements of the lettersin 'MISSISSIPPI' in which.
)  TheM isimmediately followed by an |?
i) TheM isbesideanl,thatis, anl isjust beforeor just after the M.

Q4) @ Attempt any oneof thefollowing : [5]

)  How many ways are there to distribute eight different toys among
four childrenif the first child gets at least two toys?

i)  Suppose a bookcase has 200 books, 70 in French and 100 about
Mathematics. How many non-French books not about mathematics
arethereif.

1)  There are 30 French mathematics books?
I1) There are 60 French non mathematics books?
b) Attempt any oneof thefollowing: [4]
)  Stateand prove Inclusion - Exclusion formula.

i)  How many ways are there to distribute 25 identical balls into six
distinct boxes with at most 6 ballsin any of the first boxes?

/
%®

0.0
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[6474]-107
M.A/M.&c. - |
MATHEMATICS
MTS-506(D)-MJ : Lattice Theory
(2023 Credit Pattern) (Semester - 1)
Time: 2Hourg| [Max. Marks: 35

Instructions to the candidates :
1) All questions are compulsory.
2) Figuresto theright indicate full marks.
3) Symbol and notations have their usual meanings.

Q1) Attempt any Three of thefollowing : [6]
a) Show that every chainisalattice.
b) Defineideal of latticel.
c) Provethat (xAy)v(Xaz) <X A (yvz)fordl x,y,ze L

d) Let H(P) denotes the set of al hereditary subset of poset P. Find H(P)
wherePisfollowing.

OP

Q2) Attempt any two of thefollowing : [10]

a Prove that a modular lattice L is distributive if and only if it does not
contain adiamond.

b) Show that alatticeisdistributiveif and only if itisisomorphicto aring of
sets.

Cc) LetL beafinitedistributive lattice. Show that map ¢ : a— r(a) is an
isomorphism between L and H(J(L)).

PT.O.



Q3) Attempt any two of thefollowing: [10]
a Draw Hassediagramfor following
1)  Natura divisorsof 20 and
i) Powersset of X, where X ={a, b, c} withinclusion

b) Let (P, <)beaposet. Provethat (P, <) isalatticeif and only if inf(H) and
sup(H) exists for any non-empty finite subset H of P

c) Show that | is a prime ideal of lattice L if and only if there is a
homomorphism ¢ of L onto C, such that,

1=¢7(0) ={xeL/¢(x =0}

Q4) @) Attempt any oneof thefollowing: [4]

) Prove that every distributive algebraic lattice is a
pseudocomplemented.

i) Define Stone algebra and also give any two examples of pseudo
complemented latticeL .

b) Attempt any one of thefollowing : [9]

1)  Provethat every maximal chain C of finitedistributivelattice L isof
Length|J(L)|.

ii)  Provethat amodular lattice satisfies upper covering condition and
the lower covering condition.

Forioie
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[6474]-108
F.Y. M.A./M.&c.
MATHEMATICS
MTS-508 MJ : Research Methodology
(2023 Credit Pattern) (Semester - 1)

Time: 2Hourg| [Max. Marks: 35
Instructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicates full marks.

Q1) Attempt any three of thefollowing: [6]
a  Write short note on ZMATH.
b) Explain the concept of case studies.
c) Writeatleast four qualities of good Research.
d) Writedifference between primary source dataand secondary source data.

Q2) Attempt any two of thefollowing: [10]
a) Explain the concept of questionnariesin Research.
b) Wiriteashort note MathsciNet.
c) Write short note on ethical committees in Research.

Q3) Attempt any two of thefollowing: [10]
a Write anote on Development of Research plan.
b) Explaintheh-index and it'simportancein research.

c) Writeshort note on Intellectual property Rights.



Q4) @ Attempt any oneof thefollowing: [9]
)  Explainscientific method and it's characteristics.
i)  Explain the concept of impact factor of Journals
b) Attempt any one of thefollowing : [4]
1)  Write ashort note on Research ethics.

i)  Explainplagarismin Research.

/
00 00 o0
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[6474]-201
F.Y. M.A./M.&c.
MATHEMATICS
MTS- 551 - MJ : Topology
(2023 Pattern) (Semester - 11)

Time: 2Hourg| [Max. Marks: 35
Instructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicate full marks.

Q1) Attempt any three of the following : [6]
a) Show that Q, of positive rational numbers is countably infinite.
b) IS A-B=A-B? Justify your answer.
c) Show that [0,1] and (0,1) are not homeomorphic.
d) State ‘The Lebesgue Number Lemma’.

Q2) Attempt any two of the following : [10]

a) Let Xbe an ordered set in the order topology. Let Y be a subset of X that
is convex in X. Then prove that the order topology on Y is same as the
topology on Y inherits as a subspace of X.

b) Prove that every closed subspace of a compact space is compact.

¢) Show that IR, is normal.

Q3) Attempt any two of the following : [10]
a) Prove that every finite point set in a hausdorff space X is closed.

b) Show that if f : X — Y is continuous, where X is compact and Y is
hausdorff then f is a closed mop.

c) Show that closed subspace of a normal space is normal.

P.T.O.



Q4) a) Attempt any one of the following : [4]
i)  Show that [a,b] is homeomorphic to [0,1].

i) Letf: X — Ybe a bijective continuous function. If X is compact
and Y is hausdorff. Then prove that f is homeomorphism.

b) Attempt any one of the following : [9]

1)  Prove that a space Xis locally connected iff for every open set U of
X, each component of U is open in X.

1))  Prove that every regular space with a countable basis is normal.

L A 4
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[6474]-202
M.A./M.Sc.
MATHEMATICS
MTS553 MJ : Ring Theory
(2023 Pattern) (Credit System) (Semester - 11)

Time: 3Hourg| [Max. Marks: 70
Instructions to the candidates :

1) All questions are compulsary.

2) Figuresto theright indicates full marks.

Q1) Attempt any five of the following : [10]

a8 LetS and S, betwo subrings of ring R then prove that intersection of
two subrings is also subrings.

b) Define:
1)  Integral Domain
i)  Characteristicsof ring
c) LetlandJbeidealsof ring R then provethat | + Jisanideal of ring R.

d) If Risany non-trivia ringisnot acommutative and n > 2 then prove that
Mn(R) is not commutative.

€) Check whether the given polynomial x*+ 10x + 5in Z[x] isirreducible or
not using Eisenstein's criterion applied for the prime 5.

f)  Find the greatest common divisor of the polynomialsx*—2and x+ 1in

Q[x].

g) Inanintegral domainaprimeelementisalwaysirreducible.

PT.O.



Q2) Attempt any two of the following : [10]

a LetRbearing. Then provethefollowing statements.
) 0Oa=a0=0, fordla R
i) (-a)b=a(-tb) =—ab), fordla,beR
i)  (—a)(-b)=ab, foradla beR
Iv) If R hasidentity L , then the identity isunique and —a = (-1)a.

b) LetRbeanintegral domainandlet p(x) and q(x) be non-zero elements of
R[X] then provethat R[X] isan integral domain.

c) LetRandShberingsandlet ¢ : R — S beahomomorphism, then prove
that
I)  Theimage of ¢ isasubring of S.
i)  Thekernel of ¢ isasubring of R.

Q3) Attempt any two of the following : [10]

a If ¢ : R—> Sisahomomorphism of rings, then prove that kernel of ¢ is
an ideal of R, theimage of ¢ isasubring of S and R/ker¢ isisomorphic
asaring to ¢(R).

b) Provethat every Boolean ring isacommutative ring.

c) Let R beafinitecommutative ring with identity. Prove that every prime
ideal of Risamaximal idedl.

Q4) Attempt any two of the following : [10]

a Let R beaUnique Factorization Domain. Prove that a non-zero element
isaprimeif and only if itisirreducible.

b) Provethat every Euclidean DomainisUnique Factorization Domain.

c) Letthe prime number p € Z, then prove that p divides an integer of the

formn? + 1if and only if piseither 2 or isan odd prime congruent to L
(modulo 4).
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Q5) Attempt any two of the following : [10]

a If N(a) isaprimeisirreduciblein quadratic integer ring 6, where o € 6.
b) State and prove Gauss Lemma.
c) LetFbeafiddandlet P(X) € F(x). Then prove that P(x) has a factor of
degreeoneif and only if P(x) hasaroot in F, thereisan ae F with P(a) = 0.
Q6) Attempt any two of the following : [10]
a Let| beanidea of thering R and let (1) = I[X] be the ideal of R[X]
generated by I. Then prove that R[x]/(1) = (R/1)[X].
b) Let Rbethequadraticinteger ring Z[+/—5] then provethat the quadratic
integer ring Z[+/—5] isnot aprincipal ideal domain.
c) Leta=2210andb = 1131, determine their greatest common divisor d
and write d as alinear combination ax + by of a and b.
Q7) Attempt any two of the following : [10]
a LetR[X] bethering of polynomial then provethat R iscommutative ring
withunity if and only if R[X] iscommutative ring with unity.
b) Let D bearational number that is not a perfect square in Q and define
Q(vD)={a+bVD|a beQ} show that Q(v/D) isafield.
c) Findall primeideal and maximal ideal of ring Z,..

e
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[6474]-203
F.Y. M.A./M.Sc.
MATHEMATICS
MTS - 554 MJ : Advanced Calculus
(2023 Pattern) (Semester -II) (NEP - 2020)

Time : 3 Hours] [Max. Marks : 70
Instruction to the candidates :
1) All questions are compulsory.

2) Figures to the right indicate full marks.

Q1) Attempt any five of the following : [10]
a)  Find the gradient vector of f{x,y,z) = x*+2y*>-3z* at point (1,0,2).
b) State Stoke's Theorem.

c) Letfand g denote scalar fields that are differentiable on an open set S.
Then show that grad (fg) = f. grad (g) + g.grad (f).

d) Compute magnitude of the fundamental vector product of
F(Lt,v):(u ~|—v)i_+<u2 +v2)7+<u3 —{-VS)E

e) Define Jordan curve.

f)  Define area of parametric surface.

g) Define line integral

02) Attempt any two of the following : [10]
a) State and prove chain rule for the derivative of scalar fields.
2

b L t Z — ax+by d 8 u
) et Z = u(x,y) e**” an oxdy

= 0find values of constant @ and b such

P.T.O.



.1
¢) Let f(x,y)=xsm; if y=0 and f(x,y) = 0 if y = 0 show
that, _tim,  #(x,v)=0 but limflim 7 (x.y)| «limlim £ (x. )|
03) Attempt any two of the following. [10]
a) Find the Jacobian for the cylindrical transformation.
b) State and prove Green's Theorem.
c) Evaluate directional derivatives of the scalar field F(x,y,z) = x*+2y*+3z> at
(1,1,0) in the direction of 7 — 7 +2k .
04) Attempt any two of the following. [10]
a) Evaluate [[+y—x®dxdywhere Q= [-1,1] x [0,2]
Q

b) Prove that If a scalar field F is differentiable at @ then fis continuous at
a.

c¢) Show that, fis not continuous at (0,0) where f be the scalar field defined

2
on R? as f(x,y)=—>— if x=0 and f{0,y) =0 if x = 0.
X +y
05) Attempt any two of the following. [10]

a)  Explain line integral with respect to arc length.

b) Use Green's theorem, compute work done by the force field
F(x,y)=(y+3x)i +(2y—x)j in moving particle once around the ellipse
4x? +y* =4 in the clockwise direction.

c) Evaluate [[[./x*+ y® dxdydz where S is the solid formed by the upper half

N

of the cone z? = x*+ y* and the plane z = 1.
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06) Attempt any two of the following. [10]

a) State Gauss-divergence theorem and explain each terms.

b) Let F =(E,F,......F,) be continuously differentiable vector field an open
connected set S in R” If F 1s gradient on S then show that the partial
derivatives of the components of F are related by the equations
Di]? (x) = D].fl. (x) for i,j = 1,2,....,n and every x in S.

¢) LetF beatwo dimensional vector field given by f (x,y)=Jyi + (x3 + y) j.
Calculate
1)  line integral of F from (0,0) to (1,1) along the line with parametric

equations. x =1, y=1 0<r<1.
ii) lineintegral along path with parametric equation x=7,y=£ 0<r<1.
Q7) Attempt any two of the following. [10]

a) Let f1is differentiable at z with total derivative Ta. Then show that the
derivative f’(a,y)exists forevery y in R"such that 7,(y)=f'(a,y).

b) Give any two properties of double integral.

c) Show that a vector field f(x,y)= 2_+ ~i +x’y j is not gradient.

Ty
e XK
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[6474]-204
M.A./M.Sc.
MATHEMATICS
MTS556 (A) MJ : Graph Theory
(2023 Pattern) (Semester - 1) (NEP - 2020)

Time: 2Hourg| [Max. Marks: 35
Instructions to the candidates :

1) Attempt all questions.

2) Figuresto theright indicate full marks.

Q1) Attempt any Three of thefollowing. [6]
a) Defineperfect matching with suitable example.
b) Draw a4 - critical graph.
c) Draw agraph G whichisstrongly connected diagraph.

d) Listthedegreesof each of the vertices of the graph G and find adjacency
matrix of thefollowing graph.

Q2) Attempt any two of thefollowing . [10]

a) Prove that A be a feasible vertex labelling for the weighted complete
bipartite graph G. If the equality subgraph GA has a perfect matching M*
then M* isan optimal matching for G

PT.O.



b)

Consider the graph given below and answer the following questions.

i)  Draw agraph of it's complement.

i)  How many even vertices does G have?
i) Find G- U where, U ={f,e}

Iv) How many odd vertices does G have.
Iv) Find G (F) where F ={a, b, d}.

Find a minimal spanning tree for the connected weighted graph of the
following by using Kruskal'sagorithm.

Q3) Attempt any two of thefollowing: [10]

a)

b)

Prove that the following statements about agraph G with n - verticesare
equivaent.

) Gisatree
i)  Gisanacyclic graph with n-1 edges.
i) G isaconnected graph with n-1 edges.

Define Hamiltonian path and Hamiltonian cycleand Draw agraph G, has
no Hamiltonian path, G, has a Hamiltonian path but no. Hamiltonian
cycle, G, has Hamiltonian cycle.

Provethat assimplegraph GisHamiltonianif and only if it'sclosurec (G)
isHamiltonian.
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Q4) @ Attempt any oneof thefollowing : [5]

)  Provethat a K-regular bipartite graph G with K > o has a perfect
matching.

i) Let G beak- critical graph then provethat G is connected and the
degree of every vertex of Gisat least K-1.

b) Attempt any oneof thefollowing: [4]
1)  Consider the graph given below and answer the following.
N -
\ b N
N s Ny

1) Findod (vi), id (vi) for each vertex of diagraph.
1) Find adirected walk of length 4.
I11) Find adirected cycle of length 5.
V) Find adirected path of longest possible length.

i)  Define Graph with suitable example and Draw the graph having the
following matrix astheir adjacency matrix.

11 00
ACEL 01 1
oo ool
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[6474]-205
F.Y. M.A./M.<c.
MATHEMATICS
MTS - 556(B) - MJ : Dynamical Systems
(2023 Pattern) (Semester - 11)

Time: 2Hourg| [Max. Marks: 35
Instructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicate full marks.

Q1) Attempt any three of the following : [3x2=06]

a) Prove that a linear combination of solutions to X = Ax is also a solution.

(2 0
b) Solve the system Xz( 0 3jX.

A a 1
1 At =
c) Find e*of 0 al

d) State Liouville Formula for Wroanskian.

Q2) Attempt any two of the following : [2 x5 =10]
a) Let A(t) be nxn matrix whose entries depend continuously on t, Given X
in IR" prove that There is at most one solution X(t,x)) of X = A(t)x with

X(0,x) = X,.

b) Find general solution of the non homogeneous system

S

c) Consider the differential equations X =x*—9.

Find stability type of each fixed point and sketch phase portrait on the
line.

P.T.O.



Q3) Attempt any two of the following : [2 x5 =10]

a)

b)

Q4) A)

B)

Assume that A(t) is a real nxn matrix with bounded entries then prove
that solutions of X = AX exists for all time.

Consider the system of differential equations

X=Xy

y=1-y-(QQ+yx

Determine the fixed points and linear type of each fixed point also find
nullclines.

Sketch phase portrait of ).(:(_2 1]){.
-1 0

Attempt any one of the following : [1x4=4]

a) Consider system X =X (a—by—1fx) y =y(— c+ ex— hy) where all
the parameters &, b, ¢, e, f & h are positive. Using Dulac criterion
show that this system does not have periodic orbit. Also find
expression of poincare map p and using ‘p’ show that again has no
periodic orbit.

b) Find the general solutions of the system X :( 0 4)){. Sketch the
0

phase portrait for the system.
Attempt any one of the following : [1x5=5]

a) LetAand B be two nxn matrices that commute prove that e*™® =¢*. e®,

b) Show that for a gradient system X = —yG(X), any o or @ limit
point is a fixed point.

L A 4
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PD-3230 [Total No. of Pages : 2
[6474]-206

F.Y. M.A./M.<c.
MATHEMATICS
MTS 556(C) MJ : Coding Theory
(2023 Credit Pattern) (Semester - I1)

Time: 2Hoursg| [Max. Marks: 35
I nstructions to the candidates:

1) All questions are compulsory.

2) Figures to the right indicate full marks.

Q1) Attempt any Three of the following : [6]
ad Define Hamming distance with suitable example.
b) Define error detection and corrections.
c) Findlengthof cyclicrunof Ointhee=(0,0,1,2,0,0,0, 1,0, 0)
d) Write generator polynomial for a(7, 4) cyclic code.

Q2) Attempt any two of the following : [10]
ad Let Cbethelinear [7, 4] code over F2 write generator matrix and find
parity check matrix.

b) Find the weight distribution of the binary code generated by

1101
C, :{ 1 J find the weight enumerator polynomial of the code.

10

c) Thenarrow sense BCH code of length 63 with distance 6 = 5. Find its
dimension.

Q3) Attempt any two of the following : [10]

a Show that every cyclic codeisanideal in Fq[x]/(x”-l)
b) Describe perfect code and its examples.

1 00[/1011
) LeeH=/010/1110
001'0111

Assumethat V = (1001011) in transmitted and r = (1001001) isreceived
then find syndrome of r.

PT.O.



Q4) A) Attempt any One of the following :

1)
i)

Prove that MDS code attains the singleton bound.

Find the parity check matrix for (7, 4) Hamming code.

B) Attempt any One of thefollowing:

1)
i)

[6474]-206

Construct (15, 11) BCH code over C, F(2)
By using neighbour decoding rule to decode
a 0111 b) 11011
for the binary code

c={01101, 00011, 10110, 11000}

Fskeskest

[4]
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Total No. of Questions : 4] SEAT No. :

PD-3231 [Total No. of Pages : 3
[6474]-207
F.Y. M.A./M.Sc.
MATHEMATICS
MTS - 556 (D) MJ : Operations Research
(2023 Pattern) (Semester -II)

Time : 2 Hours] [Max. Marks : 35
Instruction to the candidates :
1) All questions are compulsory.

2) Figures to the right indicates full marks.

Q1) Attempt any Three of the following : [6]
a) Define Beale's Method in Quadratic programming.
b)  Write the dual of the following LPP
Max z = x+2y
Subject to constraints 2x+3y > 4
3x+4y=5
x>0 and y is unrestricted.
c) Whatis the role of artificial variables in the Big-M method?
d) Write quadratic form of the following function

[ (%%, %,)=x +3x; —x; +4xx, +5x, x, —6x,x, in the matrix notation.

02) Attempt any two of the following : [10]
a) Use two-phase simplex method to solve
Max Z = 5x +3x,

Subject to 2x +x,< 1
x,+4x,>6
X x220

P.T.O.



b)

What is sensitivity Analysis? How does it help in decision - making in
linear programming?

A packaged food manufacture produces two kinds of products chips
and soda. The unit profit from a packet of chips is T 80, and of a bottle
of soda 1s T40. The goal of the plant manager is to earn a total profit of
exactly ¥640 in the next week.

03) Attempt any two of the following. [10]

a)

b)

04) a)

Solve the following Linear Programming Problem Gomory's cutting plane
method

Max Z = x +2x,
Subject to the constraints 2x, < 7
x+x, <7
2x < 11
X, X, > 0 and X, X,are integers

Use penalty method to solve
Max Z = 3x +2x,

Subject to the constraints 2x +x, < 2
3x +4x, > 12

x,x,>0

Discuss the Branch and Bound method with detailed example.

Attempt any one of the following. [4]

1)  Solve the following Non-linear Programming Problem using
Kuhn-Tuker conditions

Maximize Z=x; — x,x, —2x;
Subject to 4x, +2x, <24
5x,+10x, <20

x,%,>0

i)  Explain Lagrange in multipliers method for Non-linear programming
problem.
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b) Attempt any one of the following:

i)

[6474]-207

Use Simplex method to solve

Max. Z = 3x +2x,+5x,
Subject to constraints x +2x, +x,< 430
3x +2x, < 200
x,+4x,< 420

X5 X, X, >0

Explain Wolfe's Modified Simplex method.

[5]



Total No. of Questions : 4]

SEAT No. :
PD-3232 [Total No. of Pages : 2
[6474]-301
SY. M.A/M.Sc.
MATHEMATICS
MTS601MJ : Complex Analysis
(2023 Pattern) (Semester - 111)
Time: 2Hourg| [Max. Marks: 35

Instructions to the candidates :
1) All questions are compulsory.
2) Figuresto theright indicate full marks.

Q1) Attempt any Three of the following : [6]

a) Show that zis purely real number if and only if z=Z

b) Find the radius of convergence of Zan z',aeC
n=0

elZ
¢) Evaluate _[ ?dz Where y(t) = €', 0 <t<2x
e

d) Evaluate cross ratios (7+i, 1, 0, o)

Q2) Attempt any two of the following : [10]

a) Let fand g be analytic on G and Q respectively and suppose f (G) < Q

then show that gof'is analytic on G and (gof)'(z) = g'(f(z)) f'(z) for all zin
G.

b) Calculate the square roots of i, 1 is Imaginary number (i =J-1 )
c) Iffis bounded entire function then show that f is constant.

PT.O.



Q3) Attempt any two of the following : [10]

a)

b)

Q4) a)

b)

Let G be a region and let f:G — C be a continuous function such that

1 F=0 for every triangular path T in G then show that f'is analytic in G.

sin X T
dx=—
X 2

Show that T

Prove that (cosO + 1sinf)" = cosnO + 1 sinnb , neZ

Attempt any one of the following : [9]
i)  Letf:G — C be analytic and suppose B(a,r)c G(r > 0). if y(t) = a + re',
1 ¢ f(w

2myw—z

dw

0 <t < 27 then show that f(2)=

i) Let G be an open set and let f:G — C be a differentiable function
then show that f is analytic on G.

Attempt any one of the following : [4]

i)  Let f be a function defined on (0,00) such that f(X) >0 for all x> 0
suppose that f has the following properties

I) logf(X)is a convex function.
I) f(x+1)=xf(x) forall X
m f(1)=1
Then show that f (x) = I'(X) for all x.
i) Is u(xy) = log (}*+y*)”*harmonic on G = C — {0}? Justify.
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PD-3233

[Total No. of Pages : 2

[6474]-302
SY. M.A./M.Sc.
MATHEMATICS
MTS-603MJ : Field Theory
(2023 Pattern) (Semester - 111)

Time: 3Hourg| [Max. Marks: 70
Instructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright side indicates full marks.

Q1) Attempt any Five of the following : [10]
a) Define the characteristics of a field. Write the characteristics of R and Q.
b) Is x*>-2 separable over Q? Justify.
c) Show that any automorphism of a field K fixes it's prime subfield.

d) Find the minimal polynomial for ¢ =1++/5 over Q.

e) Is X*+x+1 irreducible over Z,? Justify.
f)  Find the smallest extension of (Q having a root of X*—2eQ [X].
g) Define

1)  Frobenius automorphism.

1)  Algebraic closure of a field F.

Q2) Attempt any two of the following : [10]
a) Prove that F (o) = F (a?) if [F(a) : F] is odd.
b) If p(X) € F (X) is irreducible polynomial of degree n and 6=x (mod <
P(X)) then prove that K=F[X]/<p(X) = {a,j*a,0+...+ a_ 0"'ai € F}
and hence [K : F] =n.

c) Show that [Q(Q/E);Q]:6 and hence prove that X3—\/§ 1s irreducible
polynomial over Q(+/2).

PT.O.



Q3) Attempt any two of the following : [10]

a) If F is any field then prove that F=F if and only if F is algebraically
closed.
b) Show that the degree of a splitting field of n'™ degree polynomial over a
field F is atmost n! over F.
c) Prove that the extension K/F is finite if and only if K is generated by a
finite number of algebraic element over F.
Q4) Attempt any two of the following : [10]
a) If K is algebraic over F and L is algebraic over K then prove that L is
algebraic over F.
b) Show that every irreducible polynomial over a finite field [F* is separable
c) Show that the cyclotomic polynomial ® (X) is a monic polynomial in
Z(X) of degree ¢(n)
Q5) Attempt any two of the following : [10]
a)  Show that a polynomial f (X) has multiple root o if and only if o is also
root of D_ (f (X)).
b) IfL is an extension of F and a is an algebraic over both F and L then
prove that, M_ (X)[M_.(x) in L [X].
c) Prove that (f (X))? = (f (x)) for f (X) e[, [X].
Q6) Attempt any two of the following : [10]
a)  State fundamental theorem of Galois theory.
b) Let G be a finite subgroup of automorphism of a field K and F be a fixed
then prove that Aut (K/F) = G and the extension K/F is Galois with G as
Galois group.
¢) IfG, # G, are distinct finite subgroups of Aut (K) then prove that their
fixed field are distinct.
Q7) Attempt any two of the following : [10]
a) Find Aut (@(3/5 )/ Q)
b) Show that Galois group of X*-2 Q) [X] is a group of symmetric of triangle.
c) Show that the irreducible polynomial x* + 1 € Z[X] is reducible over Zp

O O 0
00 0,0 o0
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PD-3234 [Total No. of Pages : 3
[6474]-303
S.Y. M.A./M.Sc.
MATHEMATICS
MTS - 604 M] : Differential Geometry
(2023 Credit Pattern) (Semester -III)

Time : 3 Hours] [Max. Marks : 70
Instructions to the candidates :
1) All questions are compulsory.

2) Figures to the right indicate full marks.

Q1) Attempt any five of the following : [10]
a) Define maximal integral curve with an example.
b) Whatis the height of the level set.

c) Explain the difference between plane and a hyperplane.
d) Give 2 examples of oriented 2-surface in R*.

e) If out) = (t,1+t). Find a (t) and & (t).

f)  What is the range of the Gauss map?

g) Define Weingarten map.

02) Attempt any two of the following : [10]
a) Define complete vector field and check wheather the vector field
X(x,, x,) = (x, x, 1,0) is complete or not.

b) Explain why an integral curve cannot cross itself as does the parametrized
curve.

c) If f(x.,x,)=x+x; then sketch the level sets for c=0,1,4.

P.T.O.



03) Attempt any two of the following. [10]

a) Show that the velocity vector field along a parametrized curve ou(t) in an
n-surface S is parallel if and only if o(t) is a geodesic.
b) Let g:I/— R is a smooth function and C be the graph of g(t). Then show
that the Curvature of C at a point (t,g(t)) is g"(t)/ (1+(g'®>)" .
c) Show that the set S of all unit vectors at all points of R*forms a 3-surface
in R*
04) Attempt any two of the following. [10]
a) If S is connected n-surface in R""'. Then show that there exist on S
exactly two smooth unit normal vector field N, and N, with
N, (P) =N (P) for all PeS.
b) Find the Global parametrization of the curve (x, —a)’ +(x, —b)’ =r’
c) State and prove Lagrange's Multiplier Theorem.
05) Attempt any two of the following. [10]
a) If Cis connected oriented plane curve and 3 : I — C is unit speed global
parametrization of C. Then show that 3 is either one -to-one or periodic.
b) Define geodesics. Hence, show that geodesics have constant speed.
c¢) If Sis an oriented 2-surface in R’ and PeS. Then show that for each
u,vesp, Lp(u)x Lp(v)=k(p)u><v.
06) Attempt any two of the following. [10]
a) Explain the difference between local and global parametrization of the
curve C.
b) Explain how level sets is used in geography.
c) State and prove any two properties of levi-civita parallel.
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Q7) Attempt any two of the following. [10]

a) Show that the Weingarten map is self -adjoint.

2

2 =1 1s connected for

b) Show that the unit n-sphere x7 +x; +————+x
n>1.

¢) Show that Mobius band is an unorientable 2-surface in R’.
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PD-3235 [Total No. of Pages : 2

[6474]-304
SY. M.A./M.Sc.
MATHEMATICS
MTS611 (A) MJ : Mathematical Satistics
(2023 Pattern) (Semester - 111)

Time: 2Hourg| [Max. Marks: 35
I nstructions to the candidates :

1) All questions are compulsary.

2) Figuresto theright indicate full marks.

Q1) Attempt any Three of the following : [6]

a)

Prove that, the probability of an impossible event is zero.

b) IfXisuniformly distributed over the interval [0,10]. Compute the probability
that, 2 <x<9

c) Define simple hypothesis and statistical hypothesis.

d) Define correlation coefficient.

Q2) Attempt any two of the following : [10]

a) Define independent event. Show that, if A and B are independent events
then A and Bare also independent events.

b) Show that, the moment generating function of & gamma random variable

(ALY

X s (ﬂj

c) Calculate the correlation coefficient for the following heights (in inches)

of father (X) and their sons (Y).

X 65 [66] 67 |67 |68 | 69 |69 |70 |72

Y 67 |68 65 |68 |72 |72 |72 |69 |71

PT.O.



Q3) Attempt any two of the following : [10]

a)

b)

Q4) a)

b)

A random variable x has the following probability distribution.

X o [t [2]3[4]5]6] 7
0(x) | 0 |k |2k |2k| 3k | K2 |2k |7k+k
)  Findk

i) Evaluate p (X< 6), p (X>06)
If p (X< c) > ', Find the minimum value of c.
State and prove Bayes Theorem.

Prove that, coefficient is independent of change of origin and scale.

Attempt any one of the following : [9]

1)  Buses arrive at a specified stop at 15-minute intervals starting at
7 A.M that is, they arrive at 7:00, 7:15, 7:30, 7:45 and so on. If a
passenger arrives at the stop at a time that is uniformly distributed
between 7 and 7:30 Find the probability that, he walks.

[) Less than 5 minutes for a buses.
I) Atleast 12 minutes for a bus.

1)  Derive the expression for the least square estimation for simple linear
regression (B, and B))

Attempt any one of the following : [4]
1)  Iftwo dice are thrown, what is the probability that, the sum is

[)  Greater than 8 and

II) Neither 7nor 11?

i) Let XX,....X be a random sample from a normal population with
mean p and variance 6> where u and c? are unknown We wish to
test H, : u = p, (specified) against H, : u # u, 0 < 6> < oo, show
that, the likehood ratio test is same as two tailed t-test.
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[6474]-305

SY. M.A/M.Sc.
MATHEMATICS
MTS 611(B) MJ : Algebraic Topology
(2023 Credits Pattern) (CBCS) (Semester - [11)

Time: 2Hoursg| [Max. Marks: 35
I nstructions to the candidates:

1) All questions are compulsory.

2) Figures to the right indicates full marks.

Q1) Attempt any Three of the following : [6]
a) Define simply connected space.
b) State the fundamental theorem of algebra.
c) Define star convex set.
d) State Borsuk-Ulam Theorem for S.

Q2) Attempt any two of the following : [10]
a) Prove that path homotopy relation is an equivalence relation.
b) Let a be a path in X from X, to X and 8 be a path in X from X to X,.

Show that if y= o * B, then 7= 04

c) Letf: X — Y be continuous and let f (x) = y,. If f is a homotopy
equivalence, prove that f, : m (X, X)) = m, (Y, Y,,) is an isomorphism.

Q3) Attempt any two of the following : [10]

a) Letp: E — B beacovering map, with E simply connected. Show that,
given any covering map I : Y — B, there is a covering map g: E > Y
such thatr o g=1p.

b) Let X be the wedge of the circles S for a € J. Let p be the common
point of these circles, then prove that &, (X, p) is a free group.

c) Show that if G=G, ® G,, where G, and G, are cyclic of orders mand
Nnrespectively, then mand n are not uniquely determined by G in general.

PT.O.



Q4) a) Attempt any One of the following : [4]
i)  Define retraction. Prove that there is no retraction of B? onto S'.

i) Show that if n > 1, every continuous map f : S" »> S is
nulhomotopic.

b) Attempt any One of the following : [9]

1)  Prove that the fundamental group of the torus has a presentation
consisting of two generators «, 8 and a single relation a fa™' 7.

i) Show that in a simply connected space X, any two paths having the
same initial and final points are path homotopic.

Fskeskest

[6474]-305 2



Total No. of Questions : 4] SEAT No. :

PD-3237 [Total No. of Pages : 2
[6474]-306

SY. M.A/M.Sc.
MATHEMATICS
MTS - 611(C) - MJ : Integral Transforms and Special Functions

(2023 Credit Pattern) (CBCYS) (Semester - 111)

Time: 2Hourg| [Max. Marks: 35
I nstructions to the candidates:

1) All questions are compulsory.

2) Figures to the right indicate full marks.

Q1) Attempt any three of the following : [6]
a) Obtain the Laplace transform of f(t) = t> sin 3t.
b)  With usual notations, find S {t}.

c) Evaluate F(;]

d) Prove that Bxy+1)=—Y—B(x,Y).
X+y

Q2) Attempt any two of the following. [10]

2
-1 S —8s+15
a) Using partial fractions, find L {(S— 1)(s—2)(5— 3)} .

b) Solve the following initial value problem :

Y'(® +y(® - oy(t) =€, y(0) =1, y(0) =0

c) When nis integral, prove that Y (X) = (—=1)"Y (X)

PT.O.



Q3) Attempt any two of the following. [10]

a)

b)

Q4) a)

b)

Solve the integral equation and verify the solution if
t 4
y(t) =1+ | €yt-r)de

g2
Prove that, the general solution of x> £y + Xﬂ + (/12X2 —n? ) y=0is
dx*  dx

AJ (M) + By, (AX)

22X—1 1
I'2x)= ') x+—
Prove that I'(2X) \/; (X) ( 2].

Attempt any one of the following. [4]
i)  Prove that:
TIL'(y)
B(X,y)=———-
X¥)=—7 X1 y)

ii) IfF (o) isthe DFT of f(t), then prove that :
) F(o+2n)=F, (o)
I FQ@2r-o0)=F, (o)

Attempt any one of the following. [9]
i)  Prove that:

D %{x%(x)} = XK (%)

1) %{X_nKn(X)} =—x" Kn1(X)

1)  State and prove convolution theorem for Fourier transforms

A A 4
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Total No. of Questions : 4] SEAT No. :
PD-3238 [Total No. of Pages : 2

[6474]-307
S.Y. M.A./M.Sc.
MATHEMATICS
MTS - 611 (D) MJ : Mechanics
(2023 Credit Pattern) (Semester -III)

Time : 2 Hours] [Max. Marks : 35

Instructions to the candidates :
1) All questions are compulsory.

2) Figures to the right indicate full marks.

Q1) Attempt any three of the following : [6]

dxsubject to the conditions

3
a) Find the extremal of the functional 7= ff[x—lz
y

that y (1)=0y(2)=3
b) Explain Holonomic and Non holonomic constraints.
¢) What are Generalised co-ordinates?

d) Explain the D'Alembert's principle.

02) Attempt any two of the following : [10]
a) Show that Lagranges equation of motion can also be written as
oL d . OL
= _ZlL-2g, =0
ot dt 24 94,

b) Prove that the extrenal of the isoperimetric problem 7= [y dx subject

to the condition J; ydx=36 and y (1) =3, y(4) = 24 is a parabola.

c) The length of simple pendulum changes with time such that i = a+bs,
where a and b are constants. Find Lagrangion equation of motion.

P.T.O.



03) Attempt any two of the following. [10]

a)

b)

04) a)

b)

Show that the Hamilton's principle ¢ Ldr=0 also hold for non

conservative system.

Find the value of o and 3 so that equation Q = q* cos(B p), p = q*
sin(Bp) represent a Cannonical transformation.

State Hamilton's principle for non conservative system and Hence derive
from it the Lagranges equation of motion for non conservative holonomic
system.

Attempt any one of the following. [4]
1)  Deduce Newton's second Law of motion from Hamilton's principle.

i) Derive the Hamilton's Canonical equations of motion from
Hamiltonian function.

Attempt any one of the following. [S]
1) Use the Poission bracket, show that the transformation
q=+/2psinQ, p=4/2p cosQ, is canonical

i)  Find the plane curve of fixed perimeter that encloses maximum area.
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Total No. of Questions: 4] SEAT No. :

PD-3239 [Total No. of Pages: 2

[6474]-401
M.A./M.Sc.
MATHEMATICS
MTS-651MJ : Functional Analysis
(2023 Credit Pattern) (Semester - V)

Time: 2Hourg| [Max. Marks: 35
Instructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicate full marks.

Q1) Attempt any three of the following : [6]
a) Identify the sets A = {xeR’|| x|, =1}

B = {xeR’|| x|, =1}

b) Prove that, the induced metric on a normed linear space X is translation
invariant.

c) LetT:|?>—I?be defined as Tx= (X, aX, ..., aX ...) and TeBL(I?)
Then find T* (adjoint of T)

d) Define:
1)  Normal operator on a Hilbert Space
i) Hermitian operator on a Hilbert Space

Q2) Attempt any two of the following : [10]
a) Prove that, any Hilbert space has an Hilbert basis.
b) Let (H,<,>) be an inner product space. Show that

|<X, y>| < \/ < X, X>- \/ < Y, y> and equality holds if and only if one of X and

y is multiple of the other.
c) Let H be a Hilbert space and f : H — K be continuous linear functional.
Show that there exists a unique vV € H s.t f(X) = (X, v) for all X € H.

PT.O.



Q3) Attempt any two of the following : [10]

a) Let X be a normed linear space over R and Y be any linear space. Let
F:Y — R be a continuous linear functional. Then Prove that there exists
g € X* such that g(y) =f(y) fory e Yand || g || = | ||

b) Let X and Y be Banach spaces. Let T : X — Y be a continuous linear
operator such that T maps X onto Y. Prove that T is open.

c) Show that dual of (K", || Hp) is (K, || Hq) where q is the conjugate index of
pand ] <p<w

Q4) a) Attempt any one of the following : [5]

1)  Let H be a complex Hilbert space and A and B are adjoint operators
on BL(H). Then prove that

) (0A+ BB)* =aA* + BB* for, a, p € C, A, B € BL(H)
II) (AB)*=B*A*V A, Be BL(H)
II) A**=A for Ae BL(H)

i)  Let| ||, and [ ||, be two equivalent norms on normed linear space X.
Prove that the sequence (X ) is Cauchy in (X, || [|,) if and only if it is
Cauchy in (X, || [[,)

b) Attempt any one of the following : [4]

i) Let (H,<,>) be an inner product space. Show that the norm on
(H,<,>) satisfy parallelogram identity :

X+ Y2+ (X = YIF = 20X + V)% VX y e H

i) Let H be a finite dimensional space and T : H — H be compact and
self-Adjoint operator show that one of the number +||T|| is an
eigenvalue of T

[6474]-401 2



Total No. of Questions : 7] SEAT No. :

PD-3240 [Total No. of Pages : 3

[6474]-402
Second Year M.A./M.Sc.
MATHEMATICS

MTS - 653 - MJ : Partial Differential Equations and

Boundary Value Problems
(2023 Pattern) (Semester - 1V)

Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicate full marks.

Q1) Attempt any five of the following : [10]

a)

Explain the difference between linear and Non-linear Partial Differential
Equation.

b) When we say that, "System of linear PDE is Compatible"?
c) Write a 2-dimensional Laplace equation in Polar form.
d) Find the complete solution of Z2(p* Z + ¢f) = 1.
e) Explain the term : Canonical form of linear PDE.
f)  Write Lagrange's PDE of first order in 3-variables.
g) Give an example of second order linear partial differential equation.
Q2) Attempt any two of the following : [10]
a) Form the PDE by eliminating the arbitrary function from
z=f(x+it) + g(x—it) where j =/
b) Explain the Chaript's method for finding the complete integral of a non
linear PDE of first order of the form f(X, y, z p, Q) = 0.
2 2
¢) Classify and reduce the equation y’u, —2Xyu, + X U, = y?ux + X;uy

to a Canonical form and solve it.

PT.O.



Q3) Attempt any two of the following : [10]

a) Derive the Diffusion equation of second order Partial Differential Equation.
b) Find the Partial Differential equation of the family of planes, the sum of
whose X, Y, Zintercepts is equal to unity.
c) If(b D'+ c)isa factor of F(D, D')uand ¢,(§) is an arbitrary function of
a single variable £ with b. # 0. Then show that, u = exp(—% yj ¢.(b x)
is a solution of the equation F(D, D') u=0.
Q4) Attempt any two of the following : [10]
a) Find the solution of the equation 2D — D' +4) (D +2D'+ 1> u=0.
b) Find the Particular Integral (PI) of the PDE
(D> — 4DD' + 4D'*) u = &>
c) Explain the method of solving second order Partial Differential Equation
Au + Bu, + Cu, + Du + Eu + Fu=G under the condition that
B?—4AC = 0. Where coefficients are functions of X and Y.
Q5) Attempt any two of the following : [10]
a) Solveu —c*u,=f(x t) subject to the initial condition
U(x, 0) = 1 () and U(x, 0) = v(¥)
b) Define Dirac delta function and hence show that it is an even function.
c) Show that u(x, t) = (X — 3t) + y(X + 3t) is the solution of the equation
u, = 9UXX.
Q6) Attempt any two of the following : [10]
a) Solve:uxeruyy:0,0SXSa,OSySb
BCS : u(x, b) =u(a, y) =0, u(0, y) =0, ux, 0) = f(x)
Using separation of variable method.
b) Find the region in the X-y plane in which the following equation
[(x-y)y* —1]u  + 2u,, + [(X-Y)? —1]u,, = 0 is hyperbolic.
c) Show that the equations p* + ¢ = 1 and (p* + ¢f) X = pz are compatible

and hence find its solution.

[6474]-402 2



Q7) Attempt any two of the following : [10]
U”j

oX oy’

can be reduced to a one with constant coefficients by the substitution

& =logx,n = logy

b) Show that u(x, t) = A€®*" where j=+/—1,k=+w/c. is periodic
solution of the wave equation.

a) Show that a linear PDE of the type Zzauxiyj =f(xy)
i

c) Show that T(xt)=

exp[-(X—E)’ / 4at] is a solution of one

1
2/ mat

. . e . 1
dimensional diffusion equation T,, = < T, -0 <X<+0,t>0,

VVVV

[6474]-402 3



Total No. of Questions: 7] SEAT No. :
PD-3241

[Total No. of Pages: 3

[6474]-403
M.A./M.Sc. (Part - I1)
MATHEMATICS

MTS-654-MJ : Measure Theory and Integration

(2023 Credit Pattern) (Semester - V)

Time: 3Hourg| [Max. Marks: 70
I nstructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicates full marks.

Q1) Attempt any five of the following : [10]
a) Define lebesgue outer measure of an set.
b) Show that, the constant function is measurable.
c) Give an example where the strict inequality occurs in the Fatau's Lemma.
d) Show that, L*(X, n) is a vector space over the real number.
e) Show that, if m*(A) =0 then m*(AUB) = m*(B) for any set B.
f) LetE 2E,o..2E show that, Ul(El_Ei): EI_QE
g) Show that, if F_— F in measure then |F | — |F| in measure.
Q2) Attempt any two of the following. [10]
a) State and prove Lindel6f's theorem.
b) Prove that, every interval is measurable.
c) Show that, for any set A and € > 0, there is an open set O containing A

such that, m*(O) < m*(A) + €

PT.O.



Q3) Attempt any two of the following. [10]

a) Prove that, every non-empty open set G in R is the union of disjoint open
intervals at most countable in number.

b) Let {F } be sequence of measurable function defined on the same
measurable set then show that,

1)  Sup F 1s measurable for each n.
1<i<n

1) inf F 1s measurable for each n.
1<i<n

i) Sup F_is measurable
iv) lim Sup F_ is measurable
v) liminfF is measurable
c) Show that, if F € 27 and m*(FAG) = 0 then G is measurable.

Q4) Attempt any two of the following : [10]

a) Let f and g be non-negative measurable function then, show that,

Jfdx + Jgdx = [(f + g)dx

b) Let{F_,n=1,2,....} beasequence of non-negative measurable function
then show that lim inf ] F_dx > [ lim inf F dx

c) Show that, if F is non-negative measurable function then F = 0 almost
everywhere if and only if | F dx=0

Q5) Attempt any two of the following : [10]
a) Show that

b) Prove that, the function F € BV [a, b] if and only if F is difference of two
finite valued monotone increasing function on [a, b] where a and b are
finite.

c) IfF e L[a, b] then show that,

) F(X)= f f (t)dt is continous on [a, b]

i) F e BV[a b

[6474]-403 2



Q6) Attempt any two of the following. [10]

a) Letfand g be non negative measurable function. Prove that
) Iff<gthen|fdx<]|gdx
i) If A is measurable set and f < gon A, then f fax < f gax
A A
iy Ifa>0then|af dx=a]fdx
1 1
b) Letl<p<o,1<(g<om, B"‘a:l and let F € L*(u), g € L9(n) then
show that, f.g € L' (1) and
i’ /4
f|f .g|du§(f|f|pdu) p.<f|g|pdu) ‘
c) Let [X,0,u] be a measure span with p(x) = 1. If y is convex on (&, b)
where —o0 < a < b < o, and F is a measurable function such that,
a < F(x) < b, for all x, then show that,
v (Fdp) < [y Fdu
Q7) Attempt any two of the following. [10]
a) Show that, if u(X) <o and 0 < p < < oo then show that L(u) < Lr(p).
b) Ifasequence of measurable functions converges in measure, then show
that the limit function is unique almost everywhere.
c) Let {F_} be a sequence of measurable functions such that, [F | < g, an

integrable function, and let F, — F in measure, where F is measurable
then show that, F is integrable,

lim [F du = [ Fdu and lim [[F_— Fldu =0

lodcdos
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Total No. of Questions : 4]
PD-3242

SEAT No. :

[Total No. of Pages : 2

[6474]-404
SY. M.A/M.Sc.
MATHEMATICS
MTS - 661(A) - MJ : Commutative Algebra
(2023 Pattern) (Semester - 1V) (CBCS)

Time: 2Hourg| [Max. Marks: 35
I nstructions to the candidates :

1) All questions are compulsory.
2) Figuresto theright indicate full marks.

Q1) Attempt any three of the following : [6]
a) Definethe Jacobson radical of aringA.
b) Defineintegrally closed integral domain. Givean example.
c) Letxbeanilpotent element of aring A. Show that 1 + xisaunitinA.

d) Givean example of aring which satisfies neither A.C.C. nor D.C.C. on
ideals.

Q2) Attempt any two of the following : [10]

a) Prove that every commutative ring = 0 with an identity element has at
least onemaximal idedl.

b) Let A beacommutative ring = 0 with an identity element. Let M be an
A- module. If M., M, are submodules of M, then prove that

(My+My)/ M=M, /(M{NM5)
c) Show that
(Z1MZ)®4 (ZInZ)=0

if m, n are coprime.

P.T.O.



Q3) Attempt any two of the following : [10]

a)

b)

Q4) A)

B)

Let Abearing, aanideal and M an A-module. Show that
(Ala)®yM =M /aM.

Let M be an A-module. Then provethat the following are equivalent:

) M=0;

1)) M, = Ofor dl primeidealsP of A;

i)  M_=0forall maximal idealsmof A,

L et abe adecomposableideal and let a:ﬂin:lqi be aminimal primary

decomposition of a. Let P; =1(d;) (1<i<n). Then prove that the P, are
precisely the primeidealswhich occur inthe set of idealsr(a: x) (x € A),
and hence are independent of the particular decomposition of a.

Attempt any one of the following : [4]

a LetAbeaArtinianring. Let M befinitely generated A module. Then
provethat M isArtinian.

b) If AisNoetherian and Sisany multiplicatively closed subset of A,
then prove that S'Ais Noetherian.

Attempt any one of the following : [9]

a Let(B,g)beamaximal elementof >.. Then provethat Bisavauation
ring of thefield K.

b) ProvethatinanArtinring A, every primeidea ismaximal.

L A 4
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Total No. of Questions : 4] SEAT No. :

PD-3243 [Total No. of Pages : 2

[6474]-405
SY. M.A/M.Sc.
MATHEMATICS
MTS - 661(B) - MJ : Financial Mathematics
(2023 Pattern) (Semester - 1V)

Time: 2Hourg| [Max. Marks: 35
Instructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicate full marks.

3) Symbolshave their usual meanings.

Q1) Attempt any three of the following : [6]
a What isthe interest rate if a deposit subject to annual compounding is
doubled after 10 years?
b) Explain: Binomial TreeModd.
c) Define:

1)  Efficient portfolio
i)  Efficient frontier

d) Define:
1) A forward contract
i) A future contract.

Q2) Attempt any two of the following : [10]

a A sum of $9, 000 paid into a bank account for two months (61 days) to

attract simple interest will produce $9, 020 at the and of the term. Find
theinterest rate r and the return on thisinvestment.

b) Given the following returns and assuming that S(0) 45 dollars, find the

possible stock prices in athree-step economy and sketch atree of price

movements:

Scenario K(1) K(2) K(3)

o, 10% 5% -10%
o, 5% 10% 10%

® 5% -10% 10%

3
c) Giventheinitial weath V(0) and apredictable sequence (x (n),....,X (1)),
n=1,2,... of positionsin risky assets, prove that it is aways possible to
find a sequence y(n) of risk-free positions such that (x,(n),....x_(n),y(n))
Isapredictable self-financing investment strategy.

P.T.O.



Q3) Attempt any two of the following : [10]
a Provethat thebionmia treemode admitsno arbitrageif andonly if d<r <u.

b) Letu=02n=0,d=0.1andr =0. Find arisk-neutral probability. Draw
aconclusion.

c) Provethat thereturn K, on aportfolio consisting of two securitiesisthe

weighted average K, = w K, + w.K_, where w, and w, are the weights

and K| and K, the returns on the two components.

Q4) a) Attempt any one of the following : [4]
1)  Provethat the stock price at timet = tnisgiven by §t) = S0) exp
(mt + ow(t)).

i)  Supposethat $32, $28 and x are the possible values of S(2). Find x,
assuming that stock pricesfollow abinomial tree. Can you complete
the tree? Can this be done uniquely.

b) Attempt any one of the following : [9]

i)  Compute the risk Var (K) , Var (K,) and Var (K, in each of the
following three investment projects, where the returns K, K, and
K, depend on the market scenario :

Scenario  Probability Return K, Return K,  Return K,
o, 0.25 12% 11% 2%
©, 0.75 12% 13% 22%
Which of theseisthe most risky and the least risky project?
i)  Findthe optimal hedgeratio if theinterest rates are constant.

L A 4
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Total No. of Questions : 4]
PD-3244

SEAT No. :

[Total No. of Pages : 2

[6474]-406
SY. M.A/M.Sc.
MATHEMATICS
MTS - 661(C) - MJ : Algebraic Curves
(2023 Credit Pattern) (CBCS) (Semester - 1V)

Time: 2Hourg| [Max. Marks: 35
Instructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicate full marks.

Q1) Attempt any three of the following : [6]
a) State Hilbert’s Nullstellensatz.
b) Whatis an affine variety? Provide an example.
c) Define rational function on an affine variety.
d) Define an ordinary multiple point of a projective plane curve.

Q2) Attempt any two of the following : [10]
a) Show that there is only one conic passing through the five points
[0:0:1,[0:1:0],[1:0:0,[1:1:1],[1:2:3]
b) Describe the relationship between coordinate rings and affine varieties.
[lustrate with an example.
c) Show that S=R[X], the ring of polynomials in one variable over aring R,
is ring-finite over R, but not module-finite over R?

Q3) Attempt any two of the following : [10]

a) Give an example of a countable collection of algebraic sets whose union is
not algebraic.

b) Let Rbe a domain that is not a field. Let R is Noetherian and local, and
the maximal ideal is principal. Then prove that there is an irreducible
element t € Rsuch that every nonzero z € Rmay be written uniquely in
the form z= ut", U a unit in R, N a nonnegative integer.

c) Find the intersection number of the curves A: Y — X *andB: Y — X at
the point P = (0,0).

P.T.O.



Q4) a) Attempt any two of the following : [4]

1)  Find the multiple points and their multiplicities for the projective
curve F(X,Y,2) = XY’ +X’Z°+Y?Z°

i) Prove that P = (0,02) is the only multiple point on the curve
C:(X +YR+3XY-Y'=0.

b) Attempt any one of the following : [9]

) Let X<P"(k) be defined by a homogeneous ideal. Show that
Xis a projective algebraic set.

i)  State and prove Bézout’s theorem for curves in the projective plane.

L A 4
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Total No. of Questions : 4] SEAT No. :

PD-3245 [Total No. of Pages : 4

[6474]-407
SY. M.A./M.Sc.
MATHEMATICS
MTS-661(D) MJ : Optimization Techniques
(2023 Credit Pattern) (NEP-2020) (Semester - V)

Time: 2Hourg| [Max. Marks: 35
Instructions to the candidates :

1) All questions are compulsory.

2) Figuresto theright indicate full marks.

Q1) Attempt any three of the following : [6]
a) Explain the terms :
1)  Carrying Cost
i)  Ordering Cost
b) Write the Kuhn-Tucker necessary conditions for the following
maximization problem
Max.Z =—x' —X — X, +4X + 6X,
Subject to the constraints :
X +X <2
2x, +3x, <12
and X >0,x >0

c) Draw the network diagram for the following relationship

Activity (1-2) | (1-3) | (2-3) | (24) | (3-9) (4-5)
Preceding | - - (1-2) | (1-2) | (1-3),(2-3) | (2-4),(3-4)
Activity

PT.O.



d) Determine whether following two person zero sum game is strictly
determinable or fair.

Player B
I 1
I |11
Player A
m| 4 |-3
Q2) Attempt any two of the following : [10]

a) Solve the following 2 x 4 game graphically.

Player B
Player A
BI B2 B3 B4
Al 2 2 3 -2

A2 4 3 2 6

b) Derive an EOQ formula with different rates of demand in different cycles.

c) Solvethe non-linear programming problem using the method of Lagrangian
multiplier

MinZ =2x* —24x +2X — 8%, +2X; —12x, + 200
Subject to the constraints :

&+@+&=H

and X, X, X, >0
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Q3) Attempt any two of the following : [10]

a) A small project is composed of 9 activities whose time estimates are
listed in the table below. Activities are identified by their beginning (i) and
ending (j) node numbers.

Activity (i) Optimistic Most Likely Pessimistic
(Weeks) (Weeks) (Weeks)
(1-2) 3 6 15
(1-6) 2 5 14
(2-3) 6 12 30
(2-4) 2 5 8
(3-5) 5 11 17
(4-5) 3 6 15
(6-7) 3 9 27
(5-8) 1 4 7
(7-8) 4 19 28

1)  Draw the project network and identify all paths through it.
i)  Find expected duration and variance for each activity.

b) Use Dominance principle to solve the following game:

Player B
Player A
I I I 1\Y
I 3 2 4 0
I 3 4 2 4
I 4 2 4 0
v 0 4 0 8

c) Prove that a necessary condition for a continuous function f (X) with first
and second order partial derivatives to have an extreme point (maximum
or minimum) at X = X is that each first order partial derivative of f(X)
exist at X, vanish, that is V(X)) =0

of  of of

where V =

] is the gradient vector.

[6474]-407 3



Q4) a) Attempt any one of the following : [4]

i)

An aircraft company uses rivets at an approximate customer rate of
2500 kg. per year. Each unit costs Rs. 30 per kg. and the company
personal estimate that it costs Rs. 130 to place an order and that the
carrying cost of inventory is 10 % per year. How frequently should
orders for revets be placed?

i) Determine the values of p and ( that will make (A2, B2) a saddle
point in the following game with pay-offs for player A.
Bl B2 B3
Al 2 4 5
A2 10 7 q
A3 4 p 6
b) Attempt any one of the following : [9]
1)  Solve the non-linear programming problem using the Kuhn-Tucker
conditions
Max. Z=2x +12xX, —7X
Subject to the constraint:
2X, + 5%, <98
and X, X, >0
i)  Explain the four types of floats used in network Analysis.

[6474]-407
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